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PREFACE

FOREWORD
By Staff
Transportation
Research Board

A vast storehouse of information exists on many subjects of concern to the transit in-
dustry. This information has resulted from research and from the successful application
of solutions to problems by individuals or organizations. There is a continuing need to
provide a systematic means for compiling this information and making it available to
the entire transit community in a usable format. The Transit Cooperative Research Pro-
gram includes a synthesis series designed to search for and synthesize useful knowledge
from all available sources and to prepare documented reports on current practices in
subject areas of concern to the transit industry.

This synthesis series reports on various practices, making specific recommendations
where appropriate but without the detailed directions usually found in handbooks or de-
sign manuals. Nonetheless, these documents can serve similar purposes, for each is a
compendium of the best knowledge available on those measures found to be successful
in resolving specific problems. The extent to which these reports are useful will be tem-
pered by the user’s knowledge and experience in the particular problem area.

This synthesis will be of interest to transit agency managers, their schedule and op-
erations planning staff, and others who are responsible for information about system op-
erations and ridership. It will also be of interest to others who interact with transit
agencies in the reporting of operations data in order to support regular scheduling and
operations planning activities for monitoring trends, and for reporting to oversight
agencies. .

This synthesis reviews the state of the practice in how data are analyzed. It addresses
methods used to analyze data and what computer systems are used to store and process
data. It also covers accuracy issues, including measurement error, and other problems,
including error in estimates.

Administrators, practitioners, and researchers are continually faced with issues or
problems on which there is much information, either in the form of reports or in terms
of undocumented experience and practice. Unfortunately, this information often is scat-
tered or not readily available in the literature, and, as a consequence, in seeking solu-
tions, full information on what has been learned about an issue or problem is not as-
sembled. Costly research findings may go unused, valuable experience may be overlooked,
and full consideration may not be given to the available methods of solving or alleviat-
ing the issue or problem. In an effort to correct this situation, the Transit Cooperative
Research Program (TCRP) Synthesis Project, carried out by the Transportation Research
Board as the research agency, has the objective of reporting on common transit issues
and problems and synthesizing available information. The synthesis reports from this
endeavor constitute a TCRP publication series in which various forms of relevant infor-
mation are assembled into single, concise documents pertaining to a specific problem or
closely related issues.

This document from the Transportation Research Board addresses agency experience
with different data collection systems, giving attention to management error, the need
for sampling, and methods for screening, editing, and compensating for data imperfec-
tion. Sample reports from selected U.S. and Canadian transit agencies are reproduced in
this synthesis.



To develop this synthesis in a comprehensive manner and to ensure inclusion of
significant knowledge, available information was assembled from numerous sources,
including a number of public transportation agencies. A topic panel of experts inthe
subject area was established to guide the researchers in organizing and evaluating the
collected data, and to review the final synthesis report.

This synthesis is an immediately useful document that records practices that were ac-
ceptable within the limitations of the knowledge available at the time of its preparation.
As the processes of advancement continue, new knowledge can be expected to be added
to that now at hand.

PROTECTED UNDER INTERNATIONAL COPYRIGHT

ALL RIGHTS RESERVED
NATIONAL TECHNICAL INFORMATION SERVICE

U.S. DEPARTMENT OF COMMERCE

Reproduced from
best available copy.
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SUMMARY

DATA ANALYSIS FOR BUS PLANNING
AND MONITORING

Transit agencies have a constant need for information about system operations and rider-
ship in order to support their regular scheduling and operations planning activities, for
monitoring trends, and for reporting to oversight agencies. Building on a recently pub-
lished Transit Cooperative Research Program (TCRP) synthesis that described passenger
counting technologies and procedures, this synthesis reviews the state of practice in how
data are analyzed. In addition to passenger data, attention is also given to operations data
(e.g., running time, schedule adherence). The main analysis issues addressed are (1) what
methods are used to analyze the data and (2) what computer data systems are used to store
and process the data. This report also addresses accuracy issues, including measurement er-
ror and other measurement problems, and sampling error in estimates.

A survey of medium- and large-sized U.S. and Canadian transit agencies was under-
taken, as well as a review of the literature. Follow-up interviews with a majority of the re-
sponding agencies were conducted to get more detail on aspects of data analysis programs
in which agencies were advanced or had valuable experience. Agency staff shared their ex-
periences with various data collection and analysis methods and submitted sample reports
that would illustrate the types of analyses now being applied to ridership and operations
data. Many of these reports are reproduced in this synthesis.

Experience with different data collection systems is reviewed, giving attention to mea-
surement error, the need for sampling, and methods of screening, editing, and compensat-
ing for data imperfection. Striking differences among agencies in the reliability of certain
types of data—farebox passenger counts, load observations from point checks, and auto-
matic passenger counter (APC) data—were found. Successful efforts to control measure-
ment error for each of these data types are documented. Examples of the role of analysis methods
used for screening, interactive editing, and filling in for missing values are also docu-
mented.

Attention is given to the ability of data collection systems that automatically locate ve-
hicles to provide accurate data for off-line analysis of operations. Typical off-line analyses
include determining running time variability, schedule adherence, and traffic delays. Three
types of automatic data collection systems are examined: (1) automatic vehicle location
systems, whose primary purpose is to relay vehicle location in real time to central control;
(2) automatic passenger counters, whose main purpose is to identify stops and to record
passenger movements and time elapsed; and (3) trip time analyzers, whose main purpose is
to track vehicle location and record events such as doors opening and closing for later trip
time analysis. Locational accuracy and recording needs for off-line analysis are contrasted
with those of real-time monitoring, highlighting the significant gap between typical auto-
mated vehicle location (AVL) capabilities and those of APCs and trip time analyzers in
supplying the data needed for off-line analysis.



System-level ridership and passenger-mile estimation methods are reviewed, including
count-based and revenue-based methods. At many agencies, separate ridership estimation
techniques are used for National Transit Database reporting and for internal management.
Attention is given to sampling techniques used and to whether the precision of ridership
estimates is specified or calculated. Sampling and estimation methods for system-wide
schedule adherence are also reviewed.

A large number of analysis methods applied at various levels of geographic detail are
reviewed. Most of these methods apply at the route level, though some apply jointly to data
from several routes that share stops or operate in a common area. These methods include
analysis of ridership by route and by area, analysis of run time and schedule adherence by
route, and route economic performance analyses. Thirty sample reports are included, illus-
trating the analysis techniques used by different agencies.

The types of computer systems used to process, store, and organize ridership and opera-
tions monitoring data are reviewed. A wide variety of data systems are used, based in part
on differences in data collection systems, analysis needs, and resources devoted to the de-
velopment of data systems. Relationships between data systems and the data collection
methods and analysis techniques they support are examined. Particular attention is given to
efforts to integrate data from several sources into a single database.

The primary conclusions of this synthesis include the following:

e With proper attention measurement error can be controlled. For each type of data
collection system, example agencies were found that reduced measurement error to ac-
ceptably small levels. Errors stemming from operator failure—primarily a problem with
electronic farebox counts—can be controlled if data are regularly screened, feedback is
given promptly within the standard channels of discipline and retraining, and there is co-
operation from the managers in transportation and maintenance departments. Errors
stemming from equipment malfunction—primarily a problem with APCs, but with other
devices as well—can be controlled with automated screening of data and responsive hard-
ware and software maintenance. Errors in observing loads in point checks can be controlled
by regular testing with feedback and retraining.

o Automated data collection holds the key 10 doing statistically valid analyses of run-
ning time and route-level schedule adherence. Most agencies are forced to rely on very
small samples to estimate necessary running time and to monitor schedule adherence, and
decisions made on these estimates are quite subjective. In contrast, agencies that automati-
cally collect running time and punctuality data are able to perform statistically valid analy-
ses of performance that guide improvements in scheduling, operations control, and traffic
engineering. The large samples necessary for a statistically valid analysis are impractical
without automatic data collection.

e Auromatic vehicle location systems do not usually provide the same quality of per-
formance data as automatic passenger counters and trip time analyzers. Because off-line
analysis of running time and schedule adherence is less glamorous than real-time displays
of vehicle location, its importance for scheduling and operations monitoring is often over-
looked in designing AVL systems. Unfortunately, many existing AVL systems were not de-
signed to record data for off-line analysis, and adding this capability to existing systems is
often impractical. Furthermore, the location needs of off-line trip time analysis—time at
given locations and time and location for various events—differ from the demands of real-
time monitoring. Agencies desiring to use AVL as a data source for analyzing operations



data must ensure that this capability is part of the system design. In contrast, APC systems
usually provide more useful data, because they almost always record arrival and departure
time at each stop. Their main drawback is that, due to their cost and maintenance burden,
they are usually installed on only a fraction of the fleet, limiting sample size. Trip time
analyzers, which are usually designed exclusively for off-line analysis and installed fleet-
wide, provide the most useful operations data. With proper design, however, any of these
systems can provide the locational accuracy and event data needed to support off-line
analysis of running time and punctuality.

o Statistical treatment of estimates has not spread far beyond federal mandates for Na-
tional Transit Database (NTD) reporting. The statistical precision of most ridership and
operations estimates made by transit agencies is unknown. Statistical sampling is rarely
practiced except for making NTD estimates. Many decisions are based on estimates made
with statistically invalid sample sizes.

o Industry practice is not yet mature in its development of data systems for planning
and service monitoring data. There are still in use a large number of small, informal data
systems, such as spreadsheets, which require extensive manual data input and intervention.
Many report formats are hard to read and fail to convey the information in the most useful
way. Transfers between data systems and analyses that rely on data from different sources
often entail a good deal of manual labor. In addition, many decisions are being made with-
out adequate information.

o The industry is migrating to general purpose database packages for data analysis.
Almost all of the recent developments in data analysis software at transit agencies have in-
volved the use of general purpose, commercially available database packages on personal
computers, often networked. The database packages are customized to the agency’s needs
either by planning department staff or by consultants. Custom analysis software remains
only as a relic of the mainframe era and is being replaced. Proprietary analysis packages
that are supplied to support specific devices (fareboxes, AVL, APCs, and hand-beld units)
have limited capability, being difficult to customize and update, and making it difficult to
integrate data from different sources. :

However, adapting general purpose database software for receiving and analyzing transit
data requires expertise that is not available at many transit agencies. No examples have
been observed of one agency’s software being shared with another agency.

o Although route-level analyses are well developed, network-level and geographic
analysis methods are still in their infancy. Database structures in which data are organized
by route are simple and common, making analyses at the route level easy. In contrast, net-
work analyses and analysis methods based on geographic areas require a far more complex
database structure. New software modules with geographic capabilities that accept transit
operations and ridership monitoring data have recently been introduced and may open up
new possibilities for analysis.

o Commercially available data systems for transit’ ridership and operations data
analysis may play a role in advancing industry practice in data analysis. New software
products that are not tied to particular data collection devices are being developed by sup-
pliers of scheduling software and by university research centers. These new products have
strong database capabilities, and some have geographic capabilities that permit higher levels
of data integration and analysis. These products may prove useful to agencies that lack the
expertise to develop their own modern data system or who desire geographic analysis



capability without developing their own custom modification of a geographic information
system.

Finally, further research is recommended in three areas. The first is with data definitions
and interfaces to further simplify data integration. With improvements in automated data
collection systems and software for analyzing data, there is increasing value in having dif-
ferent systems being able to “talk” to one another. Research can help highlight where stan-
dardization would be beneficial and suggest standards that might be acceptable industry-
wide.

A second area involves detailed case studies of a few of the more advanced data systems
that have recently been developed by transit agencies. Their experience would be a valuable
guide to other agencies.

A third area identified for future research concemns the uses and benefits of irip time
analyzers with data supplied by event recorders. Operations data have tended to be seen as
a fringe benefit of both APC and AVL systems and have gotten little attention in its own
right. An examination of the value of having automatic, detailed data on every trip operated
for off-line analysis may reveal that it is well worth the cost of a trip time analyzer.



CHAPTER ONE

INTRODUCTION

Transit agencies constantly demand information about
system operations and patronage in order to support their
regular scheduling and operations planning activities, for
monitoring trends, and for reporting to oversight agencies.
The recently published Transit Cooperative Research Pro-
gram (TCRP) Synthesis 29, Passenger Counting Tech-
nologies and Procedures (1), provides a critical review of
how passenger data are used and the methods by which
the data are collected. The present report builds on Syn-
thesis 29 by examining how the data, once collected, are
analyzed. In addition to passenger data, attention is also
given to operations data (e.g., running time, schedule ad-
herence). The main analysis issues addressed are what
methods are used to analyze the data and what computer
data systems are used to store and process the data. Also
addressed are accuracy issues, including measurement er-
ror and other measurement problems, and sampling error
in estimates.

INFORMATION NEEDS

The monitoring information needed by transit agencies
can be divided into two categories: information about rid-
ership and information about operations. It is also useful
to distinguish information needs for upper management
and external reporting from the needs of departments such
as planning, scheduling, and service monitoring. Upper
management and external reporting information needs are
almost exclusively at the system level, focusing on rider-
ship and revenue information to support strategic plan-
ning, budgeting, and fare policy analysis. Traditionally,
they have not required operations data, although some
agencies have begun to monitor and report system-wide
schedule adherence.

Departments responsible for planning, scheduling, and
service monitoring need both operations and ridership in-
formation at varying levels of detail. Geographically, in-
formation is needed for various purposes by route, route
segment, and stop, and for geographic areas served by
more than one route. Likewise, information is needed for
different levels of time detail. Sometimes information is
needed for standard periods, such as planning periods
(e.g., a.m. peak, midday) or scheduling periods (periods of
constant running time or constant headway, which may
vary from route to route); sometimes an analyst will want
information on a customized period or an individual trip.

The most common ridership measure used in standard
analyses at both the system level and at detailed levels is
boardings (unlinked passenger trips). Linked trips (also
called revenue passengers) are monitored by some agen-
cies as well, usually at the system level only. At the route
and sometimes route-segment level, the number of board-
ings is a necessary input to the regular economic or per-
formance analysis now followed by most transit agencies
in which routes and route segments are compared in terms
of ratios such as cost per passenger or passengers per ve-
hicle-hour. Route-segment and stop-level boardings in-
formation is also used as needed by operations planning
for analyzing service changes or prioritizing stop-level
amenities. The ridership measure most needed to support
scheduling, at least on routes where the service frequency
is determined by passenger load, is passenger load at a
route’s peak point. Because peak points can change, it is
helpful to have an up-to-date profile of load all along the
route. Load profiles are helpful for analyzing service
changes as well. Ridership information linking several
routes, such as transfer patterns and origin-destination
matrices, are helpful for various analyses, but are not
commonly available.

The two main operations measures needed are punc-
tuality, also called schedule adherence or on-time per-
formance, and running time. Detailed running time in-
formation is needed to support scheduling. Punctuality is
monitored in some agencies at the system level to give a
general indication of performance. Tracking punctuality at
the route/period level is helpful as a means to identify
needs for better control or schedule revision. Running
time analysis, in which trip time is divided into time spent
in motion, at stops, delayed in traffic, and so on, is a fur-
ther level of detail in operations data, and is useful for
various scheduling purposes.

System-level information for upper management needs
and external reporting is collected, analyzed, and re-
ported routinely at every transit agency. Nevertheless,
methods and data systems used for system-level analy-
ses vary considerably between agencies because of
differences in data sources available and reporting needs.
Even more variability exists among agencies with re-
spect to the type and quantity of detailed ridership and
operations data collected. Not surprisingly, methods
and data systems used for detailed analyses also vary
widely.



DATA SOURCES

One of the primary reasons for differences in analysis
methods and data systems is the result of differences in
data sources. As reported in TCRP Synthesis 29 (1), the
primary sources of passenger data are electronic fareboxes,
automatic passenger counters (APCs), and manual counts
made by traffic checkers and operators. Sources of opera-
tional data include APCs, automatic vehicle location
(AVL) systems, ride checks, and point checks. This report
also considers a common European source of operations
data called trip time analyzers.

Three issues related to data sources are examined in
this synthesis. The first is measurement error. Experience
at various transit agencies indicates that measurement er-
ror with some data sources can be so great as to render the
data unusable, whereas at other agencies the data are con-
sidered very reliable. Attention is paid to successful efforts
taken to improve measurement accuracy, including
screening and editing automatically collected data.

A second issue related to particular data sources is data
storage. Data storage systems are often tied to the data
collection technique; for example, electronic fareboxes,
APCs, and hand-held devices usually come with their own
data systems. These data systems influence later analysis.
The availability of these data systems is certainly an ad-
vantage; however, they do not always offer the analysis
capabilities needed, and higher level data systems are of-
ten needed to integrate the data from different sources.
Another data storage issue examined concerns how long
data are stored.

Third, some data sources typically yield daily counts on
all trips, whereas others yield only samples. Even with
daily counts, adjustments arc often still needed for occa-
sional missing data or miscounts. When the data represent
a sample, estimation methods should account for sampling
erTor.

ANALYSIS METHODS

Analysis can be seen as the process by which useful in-
formation is drawn from data. This includes both different
ways to estimate a given measure and different measures
and displays that illuminate various aspects of the data.
Analysis usually results in a report.

One purpose of this synthesis is to summarize the types
of service monitoring analyses used in transit agencies.
This synthesis includes a large number of sample reports
drawn from examples submitted by the surveyed transit

agencies. A critical review is givén of the analysis meth-
ods used.

Particular attention is given to methods used to estimate
system-level ridership and passenger miles. Statistical accu-
racy of methods involving sampling is addressed as well.

DATA SYSTEMS

We use the term data system to refer to the hardware and
software that allows data to be stored, organized, and
analyzed. Collectively, transit agencies have experience
with many types of data systems. These include data sys-
tems developed as a support to a particular data collection
system, large-scale database systems on mainframes and
personal computers (PCs) that integrate data from various
sources and perform sophisticated analyses, and simple
spreadsheets and databases used with simple data struc-
tures and/or analysis needs. Part of the purpose of this
synthesis is to describe the state of the practice in data
systems used, with a critical analysis of how different data
systems support different information needs, data sources,
and analysis methods.

REPORT ORGANIZATION

Chapter 2 provides a brief review of the literature and a
description of the survey of the transit agencies taken as
part of this study. A number of references to the literature are
given in later chapters as well. as appropriate to the context.

Chapter 3 reviews data sources. It includes a general
description of the sources and the type of data they cap-
ture. It also discusses measurement error and efforts taken
to control it, and issues related to data completeness and
sampling. Data systems particular to the data sources are
also described.

Chapter 4 discusses analysis methods used for estimat-
ing system-level ridership and passenger miles. Key issues
examined include data sources, mathematical models, and
computer systems used in analysis and reporting. The ac-
curacy of the estimates is also discussed.

Chapter 5 describes analysis methods related to service
monitoring and planning data. A large number of sample
reports are presented to illustrate the methods. The data
systems used in performing these analyses, and their rela-
tion to the data sources, are also described.

Chapter 6 contains conclusions and recommendations
for future research.



CHAPTER TWO

SURVEY OF TRANSIT AGENCIES AND THE LITERATURE

LITERATURE REVIEW

As mentioned earlier, this synthesis builds on TCRP Syn-
thesis 29, Passenger Counting Technologies and Proce-
dures (1). Synthesis 29 describes the state of practice with
regard to passenger counting. It covers technical issues,
resource requirements, and implementation issues related
to many of the data collection methods discussed in the
present synthesis. It includes a good review of uses for
passenger data. It also offers a brief summary of data
processing and reporting experience that may be thought
of as the precursor to the present synthesis. A TCRP syn-
thesis of practice with regard to AVL systems (2), a data
source outside the scope of Synthesis 29, was also re-
viewed. It describes different AVL technologies and con-
figurations and ways in which AVL data are used off-line
in running time and schedule adherence analysis.

Literature on Data Systems

Hickman and Day (3) report on a survey of California
transit agencies with regard to information systems and
technologies. Thirty agencies, both large and small, re-
sponded. The authors found widespread use of data sys-
tems for schedule and farebox data. They report that most
agencies keep ridership data in an electronic format, but
do not further elaborate on the data systems except to
mention a scope ranging from simple spreadsheets to so-
phisticated systems. They found that although it was
common for certain types of data to be used by several de-
partments at the same agency, a minority held their data in
a single database accessible across the agency. Various
means were being used to transfer files from one department
to another. Schedule data were the most common data type
to be shared across the agency, being useful for all the
functions studied (operations management, service plan-
ping, performance monitoring, and traveler information).

Cummings (4) also describes innovative efforts at a
transit agency to develop and integrate data systems, this
time in Atlanta. A single relational database has been devel-
oped that incorporates farebox, APC, and rail faregate data.

A recent TCRP Report Understanding and Applying
Advanced On-Board Bus Electronics (5) summarizes the
state of the practice in integration of on-board data devices.
New buses have many electronic systems and sensors, and
may have as many as 11 computers (microprocessors)

managing various systems. The focus of most of this elec-
tronics, however, is running the bus in real-time, not pro-
viding data for off-line analysis. Agencies can design sys-
tems in which data from different devices, such as
operator’s console, radio, farebox, destination sign. an-
nunciator, and door switches are integrated with each
other and with a computer called the vehicle logic unit
(VLU) in a local area network called a vehicle area net-
work or VAN. The VLU can hold schedule information,
which may be updated at each pullout using the radio
system, and can store data for later analysis. To make in-
tegration easier, a transit industry working group has de-
veloped the J1708 family of standards for communication
in a vehicle area network (6,7). Although development of
VANSs is still in its infancy, many suppliers advertise that
their devices are J1708 compliant, paving the way for
further development. At the present time., on-board com-
puters that run APC systems are the most developed as
VLUs, combining data from passenger counters, door sen-
sors, odometer/transmission, and location devices to gen-
erate data on not just passenger counts but vehicle trajec-
tories as well. On-board computers developed to run AVL
systems similarly integrate data from many sources, but
data storage for off-line analysis is not always a design fea-
ture. The computers in electronic fareboxes store data for off-
line analysis, but without integration with other data sources.

Hickman et al. (8) evaluated the benefits and liabilities
of open interface standards for information systems in the
transit area. A survey of suppliers found that many are
using open interface standards to allow their data to be
more easily integrated with other data systems. However,
many reasons for continuing to use proprietary standards
were also cited, including financial security (for fare-
boxes in particular) and customization. It should be noted,
however, that most of the visible work in information sys-
tems integration for tramsit, such as traveler information
systems, advanced fare media, and real-time monitoring of
vehicle location, relates to areas outside the scope of this
report. Comparatively little attention is given to providing
ridership and performance data for off-line analysis.

Furth (9), summarizing a Transit-IDEA report, de-
scribes ways by which the value of farebox data can be en-
hanced by its integration with other data sources. It dis-
cusses measurement error issues related to fareboxes and
describes how a link with the destination sign can reduce
dependence on operator intervention and thus improve
data accuracy.



Literature on Analysis Methods

Transit agencies have always monitored ridership and
performance, which involves some analysis of counts,
revenue, and observations. In the last two decades, de-
mand for improved performance, increased accountability,
and attention to quality have led to the development of
more refined measures and standards, scientific sampling
and estimation methods, and accuracy standards.

Attention was first focused on system-level ridership
monitoring. In 1979, the Federal Transit Administration
(FTA) began to require that most U.S. transit systems use
statistically valid sampling and estimation methods to de-
termine annual system boardings and passenger miles for
the National Transit Database (NTD). Research on typical
levels of variation led to the publication of two sampling
and estimation methods for annual system-wide boardings
and passenger miles. The first, appearing in updated form
as FTA Circular 2710.1A (10), is based on direct expan-
sion of sample means in a two-stage sampling framework.
The second, Circular 2710.4 (11), is based on estimating
the ratios of boardings and passenger miles to farebox
revenue, and using those ratios to expand annual system-
wide farebox revenue. Under current regulations, transit
systems may use the method of Circular 2710.1A without
further analysis; alternatively, they may use the method
of Circular 2710.4 or a customized method if a statistician
certifies that it will yield estimates whose precision
(margin of error) at the 95 percent confidence level is
+10 percent or less. A few alternative methods of
sampling and estimation have been published (12-15),
including estimation methods using ratios or conversion
factors, for example, to estimate peak load from boardings
or boardings from peak load. A sampling method devel-
oped expressly for use with APCs has also been developed
(16).

Another line of analysis was the definition of perform-
ance measures—typically ratios such as boardings per
vehicle-hour-——to monitor efficiency, effectiveness, and
economy. This movement began at the system level, but then
turned its focus to the route and route/direction/period
level, which is the critical level for most planning and
monitoring purposes. For example, Wilson and Gonzalez
(17) emphasize the need for a regular data collection pro-
gram with regard to boardings, peak load, and running
time to provide feedback for service planning and schedul-
ing. An FTA published manual (18) suggests how statisti-
cal sampling and estimation methods can be used with
route/direction/period-level data collection.

Benn (19) and Perk and Hinebaugh (20) summarize
current practice in route-level performance monitoring and
design standards. Most performance monitoring schemes rely
on simple ratios, such as boardings per vehicle-hour,

demanding only the simplest analysis of ridership or op-
erations data. However, it has created a demand for inte-
grating ridership data with schedule and operations data
s0 as to more easily calculate and report the desired ratios.
Increasing attention is being given to estimating and re-
porting on-time performance. Bates (21) offers a prelimi-
nary survey of industry practice, while Jackson and Ibarra
(22) describe a service reliability program that relies on
considerable data collection and analysis. Additional in-
formation of note in this area comes from a 1998 study by
Strathman et al. (23), which provides an example of using
data from AVL bus dispatch systems for analysis of per-
formance and schedules.

The literature also includes descriptions of many spe-
cial purpose analysis methods for service planning, such
as predicting the growth trend of new services, designing
short-turn and zonal routes, and comparison of ridership
to population in a route’s service area. Such special pur-
pose analysis methods are beyond the scope of this report,
except inasmuch as they emphasize the point that there
may always be unexpected uses for good, accessible data.
Some of these methods also emphasize the value of inte-
grating ridership data with geographic data and with
traditional long-range planning models.

SURVEY OF TRANSIT AGENCIES

A survey of selected large and medium-sized transit
agencies was conducted to gain insight into the state of the

- practice with regard to data analysis. Questions were

asked regarding data sources, data systems, and estimation
methods. To build as much as possible on the information
obtained from the Synthesis 29 survey, all 33 of the re-
spondents to the Synthesis 29 study were surveyed, which
made it unnecessary to repeat a number of the questions.
Four other agencies were also surveyed.

Responses were received from 20 of the 37 surveyed
agencies. They range in fleet size from about 150 to about
2,000. Four are Canadian. Table 1 presents a list of the re-
sponding agencies with key characteristics. As the table
indicates, the responding agencies vary considerably in
size and in data collection technologies. The responses re-
ceived from the Synthesis 29 survey were also reviewed in
detail.

The questions, along with a summary of responses, are
found in Appendix A.

Follow-up interviews were conducted with 11 of the re-
sponding agencies, as well as with agencies identified in
the literature, to clarify responses and to get more detail
on aspects of data analysis programs that were advanced
Or unique.



TABLE 1
KEY CHARACTERISTICS OF RESPONDING AGENCIES
Bus Fleet With Fleet Fleet Systematic Systematic
Agency Central City Fleet Electronic With APC With AVL Ride Check Point Check
(Approximate)  Fareboxes (%) (%) (%) Program* Program*

MBTA Boston 1,000 100 — — Y

Calgary Transit Calgary 750 — 3 1 Y
CTA Chicago 2,000 100 1 <1 Y Y
RTA Cleveland 700 100 — — Y Y
DART Dallas 750 100 — 100 Y Y
Houston METRO Houston 1,200 100 — — Y

KCATA Kansas City 250 100 — 100

MDTA Miami 600 100 —_— 100

MTS Milwaukee 550 100 — 90 Y Y
TIDC Norfolk 150 100 — 75 Y Y

AC Transit Qakland 700 100 3 — Y
LYNX Orlando 200 100 — 2 Y
OC Transpo Ottawa 800 — 1 100

PAT Pittsburgh 900 100 — — Y
Sacramento RT Sacramento 200 100 — — Y

Metro Seattle 1,000 100 12 100

Pierce Transit Tacoma 192 100 —_ — Y Y
TTC Toronto 1,500 — — 100 Y Y
WMATA Washington 1,300 100 — — Y Y
Winnipeg Transit Winnipeg 500 — — — Y

*Excluding samples taken primarily for NTD (Section 15). Y = Yes.

MBTA = Massachusetts Bay Transportation Authority; CTA = Chicago Transit Authority, RTA = Regional Transit Authority; DART = Dallas Area Rapid Transit;
METRO = Metropolitan Transit Authority of Harris County, Texas; KCATA = Kansas City Area Transportation Authority; MDTA = Metro-Dade Transit Agency;
MTS = Milwaukee Transport Services; TTDC = Tidewater Transit District Commission; AC Transit = Alameda~Contra Costa Transit District; LYNX = Central
Florida Regional Transit Authority; OC Transpo = Ottawa—-Carleton Regional Transit Commission; PAT = Port Authority Transit; RT = Regional Transit; TTC =
Toronto Transit Commission; WMATA = Washington Metropolitan Area Transit Authority.
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CHAPTER THREE

DATA SOURCES

FAREBOX COUNTS

Electronic fareboxes can be an excellent source of rider-
ship data because of their ability to register passenger
boardings by fare category. Some registrations are done
automatically, Tokens are counted automatically as a sin-
gle fare, and fareboxes are normally programmed to rec-
ognize the standard fare and register each series of
dropped coins that matches (or exceeds) the standard fare
as one boarding. With various attachments, fareboxes can
also read magnetic fare media, such as passes and mag-
netic transfers, lessening reliance on operator interven-
tion. Other registrations, including passengers with dis-
counted fares and nonmagnetic passes, require the
operator to push a button corresponding to the appropriate
fare category. In addition to tallying boardings, electronic
registering fareboxes, like mechanical registering fare-
boxes, count revenue. Data are stored in the farebox dur-
ing operation and, in systems in use today, are uploaded to
a dedicated PC at the garage as part of the regular process
of retrieving revenue from the vehicles.

All 16 of the U.S. responding agencies—and none of
the responding Canadian agencies—have electronic regis-
tering fareboxes. Twelve of the U.S. agencies use fare-
boxes as their primary source for determining system rid-
ership, and 10 further use them as their primary source for
determining route-level ridership. In most cases, agencies
are using boarding counts as ridership counts (perhaps
with adjustment for undercount); in a few cases where
boarding counts are not reliable, agencies are using reve-
nue counts and converting them to estimated boardings
using an average fare factor. Four responding U.S.
systems do not use their electronic registering fare-
boxes as a primary data source for operations planning or
monitoring.

The fareboxes of the responding systems all tally
boardings by fare category as well as revenue. At certain
moments, those tallies are recorded in a permanent
storage medium and reinitialized, a process called seg-
menting the data. The more frequently the data are
segmented—the most frequent level being for each trip—
the greater the detail of the retrieved counts. Of the 12 re-
sponding agencies that use farebox counts as a primary
data source, 7 segment by trip, giving the finest level of
detail (which can, of course, be aggregated to route or pe-
riod levels). Three agencies segment by route. One agency,
the Chicago Transit Authority (CTA), segments by hour,

which has the advantage that segmenting is done auto-
matically, and, because this agency has very little inter-
lining, allows for analysis at the route and period (but not
trip) levels. One of the 12 agencies segments their data by
day only.

A recent development is fareboxes that store transac-
tional data. Instead of making a record only at the end of
each trip or other segmentation point, these fareboxes
create a permanent record of every boarding, or at least
every fare transaction. Typically, the record includes time
of day, fare category, payment medium, and identifiers
such as route number. Transactional data can be aggregated to
the same levels of detail as traditional farebox data pro-
vided that the necessary identifiers (e.g., trip number) are
recorded. Transactional data also make new analyses pos-
sible. For example, by including the pass number in each
pass transaction, linked trips and individual travel pat-
terns can be analyzed. Effects of fare promotions using
magnetic media can similarly be analyzed. If location data
are recorded with each transaction, one can track board-
ings (but not alightings) by stop. Furth (12) describes a
means of estimating passenger volumes and passenger
miles based on an analysis of boardings by location.

Sampling and Missing Data

Farebox systems provide daily data on nearly every trip,
because every bus is normally equipped with a farebox;
therefore, there is no need for sampling. However, because
of the effort needed for editing the data, at least one
agency makes roughly a 25 percent sample, analyzing 1
week’s data each month and expanding the results to the
month.

There is usually enough missing data due to hardware
malfunctions and other problems to make some kind of
adjustment for missing data desirable. However, if data
reliability is considered critical, operating procedures can
be adjusted to better monitor data quality, and additional
features can be added to farebox system design to improve
reliability. For example, at Foothill Transit, Montebello
Transit, and Culver City Transit in Southern California,
revenue from prepaid passes is allocated among the agen-
cies according to passenger use. With agency revenue thus
dependent on passenger counts, a transactional farebox
system was designed to include redundant memory and
other features that minimize the amount of lost data.



Sources of Measurement Error

Measurement error can be a serious problem with farebox
data for several reasons, primarily the need for operator
intervention for nonautomatic registrations and segmenta-
tion. Responding agencies identified five sources of meas-
urement error:

1. The operator fails to register a boarding, presses the
wrong key, or fails to clear the coin box after a
nonstandard fare.

2. The operator doesn’t properly sign on (e.g., enter
badge number and run number) or segment the data
(e.g., enter trip number at the start of each trip).

3. Maintenance staff do not probe the fareboxes each
day, allowing data to be assigned to the wrong date
or to be lost because of storage buffer overflow.

4. The assignment of keys to fare categories (the
“fareset”) is either ambiguous or incomplete, so that
operators sometimes don’t know how to register a
boarding.

5. Hardware and software problems due to manufacture
or to inadequate maintenance.

A 1985 study done at Alameda—Contra Costa Transit
District (AC Transit) (24) is an example of measurement
problems. At the time, about 25 percent of their farebox
readings were found to either not match a bus number, not
be distributed by fare type, or to be unreasonably high or
low. In a comparison of 16 vehicle-day summaries with
manual counts, 4 of the summaries were discarded as un-
reasonably high or low; the remaining 12, although
showing an average undercount of only 6 percent, ranged
from a 21 percent undercount to a 19 percent overcount. It
was found that undercounts increased systematically with
the level of pass and transfer use and with fare; no expla-
nation was offered for the overcounts.

Minimizing Measurement Error

Ensuring good quality data demands a concerted effort on
several fronts on the part of transit agencies. Agencies
were asked to rate the level of attention given to ensuring
the quality of ridership data from their fareboxes. Seven of
the responding agencies reported that the farebox data are
reliable enough to be used by analysts, although five of
these seven stated that analysts must still be wary because
bad data occurs frequently. The other nine responding
agencies report that data quality are so bad that the data
are either unduly burdensome to use or are simply too un-
reliable. Except for one agency, whose fareboxes were
supplied by a manufacturer no longer in business, the dif-
ferences in data quality are not due primarily to hardware,
but rather to differences in the institutional commitment to
farebox data quality, a commitment that cuts across many

11

departments. Key efforts made to maintain data quality are
listed here according to how frequently they were cited
(shown in parentheses):

¢ Feedback, with possible discipline and retraining,
for noncompliant operators (10);

e Having personnel committed to regular (daily or
monthly) data monitoring (7);

e Periodic checks for consistency and for gross opera-
tor neglect (6);

e Tracking the degree of undercount (3);

e Having personnel dedicated to farebox maintenance
(including preventive maintenance) and close coor-
dination with farebox maintenance staft (3);

e Having a semi-automated screening and editing
program (3);

¢ Investing in technology (e.g., magnetic card readers)
to reduce the burden on operators (2);

¢ Comparing with traffic checker or APC data (2);
and

e Requiring trip-level segmentation only on selected
routes (1). :

Advanced technology can reduce the need for operator
intervention, thus reducing one source of error. More and
more agencies are installing magnetic pass and transfer
readers to reduce reliance on operator intervention. At
least one agency—Pace in suburban Chicago—has worked
with farcbox and destination sign suppliers to reduce the
problem of operators failing to segment the data at the end
of each trip. They developed a simple electronic link so
that the operator controls the destination sign from the
farebox keypad (9). Because of the destination sign’s
visibility to the public, the operator has a strong incentive
to key the change of trip into the farebox. The link also
reduces risk of injury from operating the (usually over-
head) destination sign controls. If vehicle area networks
develop as expected, real-time checks on operator sign-on,
route, and trip will become possible, data segmentation
may become automatic, and data quality should improve.

Interestingly, the two responding agencies that gave
themselves the highest rating for farebox data quality were
the smallest, the Tidewater Transit District Commission
(TTDC, Norfolk, Va.) and the largest, the CTA. Experi-
ence suggests that smaller agencies often have good fare-
box data for a variety of reasons, including lower passen-
ger volume (allowing operators to give more attention to
farebox operation), a tradition of regular passenger
counting by operators, and the greater accountability that
usually comes with a smaller number of operators. How-
ever, smallness alone is not enough to guarantee good
quality data. At TTDC, farebox reports are screened
monthly, to search for missing or inconsistent data. Miss-
ing operator inputs are traced to the operator, who is thus
informed (along with his or her supervisor), and corrections
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are made. Screening checks also look for inconsistencies
from month to month.

At the otber extreme, the CTA experience indicates
that the obstacles to getting good farebox data can be
overcome at a large agency as well, though not without a
good deal of effort. Like many other large agencies, the
CTA found that their farebox counts were effectively
worthless during the first few years of operation. At that
time they made the strategic decision to invest in improv-
ing the quality of their farebox data. CTA worked with the
vendor to have software adjustments made so that the data
are segmenied by hour (based on an internal clock), re-
moving dependence on the operator for data segmentation.
They simplified their faresets. They also developed soft-
ware that partially automates the tasks of screening and
editing the data. Each day’s data are screened, edited if
necessary, and downloaded to a customized database, with
a turnaround of about 5 days. Finally, they instituted a
regular checking program to monitor the remaining level
of undercounting (less than 5 percent overall).

A commitment throughout the organization, beginning
with upper management, is needed to attain a level at
which farebox counts are reliable. Agencies with unreli-
able farebox counts sometimes describe a vicious cycle in
which analysts won’t use the data until its reliability im-
proves, yet find it difficult to enlist the cooperation of op-
erators and maintenance personnel who know that the
farebox counts are not being used and who are under
pressure because of competing priorities. Because of the
significant effort needed, some agencies with other good
data sources have chosen not to invest in farebox count
data. For instance, Seattle Metro has made the strategic
decision to invest its effort into the quality of APC data
rather than farebox counts.

Screening and Editing Methods

Because farebox data are being collected every day on
every bus, good estimates of passenger use can still be ob-
tained even if there is missing or bad data, provided the
bad data can be identified and either corrected or dis-
carded. Houston METRO (the Metropolitan Transit
Authority of Harris County) is one of the responding
agencies with a semi-automated screening and editing
program for farebox counts. To reduce the level of effort
needed, data from 1 week per month are selecied for
analysis. Data from the sampled week are first extracted to
a special purpose database. This database is linked to the
operator timekeeping system to detect erroneous sign-on
information (e.g., wrong block number). If no further er-
rors are detected in a day’s data for a bus, the sign-on in-
formation is corrected automatically; otherwise, the error
is reported for manual correction. Operators with three or

more sign-on errors in the sample week are reported to the
Operations Department and to training instructors.

Outliers are then identified by comparing the 5 week-
days. In an interactive process, outliers can be removed
and automatically replaced with the average of the remain-
ing weekdays. Weckend outliers are identified using sim-
pler range checks.

Next, three adjustment factors are applied. First, a run
omission adjustment is generated for each route as the ra-
tio of operated trips to trips with valid data. Second, an
undercount adjustment, described later, is applied to all
the counts. Finally, a revenue adjustment factor is applied
to make the counts representative of the month from
which they were drawn. This factor is the ratio of mean
revenue per day for the month to mean revenue per day for
the sample week.

Two reports illustrate Houston METRO’s screening and
adjustment process. Table 2 is an automatic corrections
report listing discrepancies in operator sign-on data be-
tween the farebox and timekeeping systems that have been
automatically corrected to match the timekeeping data.
Table 3 presents historical values of adjustment factors
used for undercount and for differences between sampled
week revenue and average monthly revenue.

Adjustment Factors to Correct for Undercount

Of the 16 responding agencies with fareboxes, 7 report a
systematic undercount of boardings with fareboxes, with
estimates ranging from 1 to 6 percent (except for one
agency, which reports a 30 percent undercount and, not
surprisingly, does not use the farebox counts as a regular
data source). Undercount most frequently occurs with
noncash fares, when revenue collection alone requires no
interaction with the farebox, for example, for flash pass
users and free passengers such as young children. Fare
evasion and operator failure to register discount fares also
contributes to undercounting. Three responding agencies
report no systematic undercount.

Three agencies report using expansion factors to adjust
their boardings totals for undercount. Sacramento Re-
gional Transit applies a daily adjustment factor, the ratio
of counted cash revenue to calculated cash revenue based
on registrations of cash boardings. This factor is applied to
boardings in all categories, not just cash boardings. The
other two, CTA and Houston METRO, have a dedicated
checking program for estimating adjustment factors. At
both agencies, boardings are counted manually on a sam-
ple of trips and compared, by fare category, with the fare-
box counts for the same set of trips. The ratio of the total
of the manual counts to the total of the corresponding



TABLE 2

13

AUTOMATIC CORRECTIONS MADE TO OPERATOR SIGN-ON DATA IN FAREBOX DATABASE TO RECONCILE WITH

TIMEKEEPING SYSTEM

Passenger Counting System Electronic Registering Farebox 01/08/96 Through 01/12/96 with Auto Update Status

NUM NUM || RUN OPERATOR PAID FOR
DATE _ SERVICE DRIVER RTE  BLK RUN BUS TRIPS BOARD || RTE BLK RUN || RTE _BLK RUN
[ I
01/08/96 WEEKDAY 11111 Driver, B. A, 82 381 47 3309 2 89 || 82 381 46 || RUN 2
01/09/96 WEEKDAY 11111 Driver, B. A, 82 301 46 3309 1 51 | ] a2 381 46 || RUN 1
01/10/96 WEEKDAY 11111 Driver, B. A. 82 301 47 3308 . 2 93] 82 381 46 ||
01/11/96 WEEKDAY 11111 Driver, B. A. 82 46 381 3307 2 96 || 82 381 46 ||
01/12/96 WEEKDAY 11111 Driver, B. A. 82 381 82 3309 2 84 1] 82 381 46 ||
01/11/96 WEEKDAY 22222 Dent, Ax C. 82 320 02 3125 1 215 | | 320 581 02|}
01/11/96 WEEKDAY 33333 Wreck, T. 82 204 02 3125 1 215 | l 02 382 04 | I
Total For Route 11 843 ]| H
[ Il
01/08/96 WEEKDAY 17330 Archer, J. B. 228 323 228 1488 2 70 | | 228 323 13 |
01/09/96 WEEKDAY 17330 Archer, J. B, 228 323 228 1488 2 65 || 228 323 13}
01/10/96 WEEKDAY 17330 Archer,J.B. 228 323 228 1488 __ 2 60 ! | 228 323 13 ‘ |
Total For Route 6 195 || H
1 I
01/09/96 WEEKDAY 00000 46 523 25 1488 2 65 || 246 823 251}
01/10/96 WEEKDAY 00000 46 623 25 1488 2 65 || 246 823 25

Source: Houston METRO.

farebox counts by fare category serves as an adjustment
factor. The typical level of undercount is from 3 to 7 per-
cent overall, with noncash fare categories (e.g., children
who ride free) having far greater levels of undercount than
simple cash and pass categories.

Data Systems

Manufacturers of electronic fareboxes supply PC-based
data systems. Historically, these systems have been pro-
prietary and are not easily modified. They include stan-
dard reports for passenger counts and are used, with satis-
faction, by many smaller agencies. However, larger
agencies usually desire additional features, such as en-
hanced screening and editing capability. Agencies also
want reports that combine farebox counts with other data
sources, for example, to calculate performance ratios. For
this reason, the survey (which covered only medium-sized
and large systems) found that all but 1 of the 12 agencies
that regularly use farebox counts extract ridership data
from the manufacturer’s data system into another data
system. Some agencies report that considerable effort was
needed to develop programs for extracting data from the
manufacturer’s system. The agency that does not extract
data, one of the two respondents with Cubic fareboxes,
was able to make its own modifications to the manufac-
turer’s software.

Some agencies extract farebox counts into more than
one data system, typically a database for general purposes
and a spreadsheet for some specific analyses. Allowing for
multiple responses, the data systems used for analyzing

the farebox counts by the responding agencies that regu-
larly use their farebox counts were as follows (numbers in
parentheses indicate the number of agencies using that
type of system);

e spreadsheet (7)

e general purpose database (4)

¢ custom developed database (2)

¢ general purpose statistical analysis package (2).

Several agencies were in the process of shifting to a
new database. Overall, the trend is toward PC-based gen-
eral purpose databases that can combine data from many
sources.

AUTOMATIC PASSENGER COUNTS

APCs use pressure-sensitive mats, active and passive in-
frared sensors, and optical imaging to detect passenger
boardings and alightings. They include a method of de-
termining stop location, ranging from advanced AVL
to dead reckoning (relying on odometer readings to as-
certain location, based on a reference location and an as-
sumed path). Data are stored on-board and uploaded at the
garage.

Because they track vehicle location, APC data are often
used for analyzing running time and punctuality as well as
passenger activity. Depending on hardware and software
characteristics, an APC system can have most or all of the
features of a trip time analyzer (discussed later in this
chapter).



14

TABLE3

FAREBOX COUNT ADJUSTMENT FACTORS FOR UNDERCOUNT AND FOR SAMPLED WEEK REVENUE

MONTHLY ADJUSTMENT FACTORS

RUN OMISSION ADJUSTMENT FACTOR — WEEKDAY — BY MONTH
Route specific by month.

LOCAL & EXPRESS ACCURACY ADJUSTMENT FACTOR — WEEKDAY — BY MONTH

FYS0 FY91 FY92 FY93 FY94 FY95 FY95 AVG
ocT 7.0183| 1.0198| 1.0164]| 1.0166] 1.0245| 1.0448| 1.0583| 1.0284
NOV 1.0131 1.0225| t1.0155] 1.0166| 1.0291 1.0416| 1.0575{  1.0280
DEC 1.0169| 1.0217|  1.0131 1.0166| 1.0286| 1.0435| 1.0587| 1.0284
JAN 1.0120| 1.0213| 10137 1.0175| 1.0328| 1.0492| 1.0611 1.0208
FEB 1.0108| 1.0252| 1.0060{ 1.0236| 1.0347|  1.0446 1.0242
MAR 1.0105| 1.0222| 1.0002| 1.0314] 1.0375| 1.0585 1.0267
APR 1.0130| 1.0218| 1.0002] 1.0317! 1.0416| 1.0560 1.0274
MAY 1.0167| 1.0211| 1.0033] +.0308| 1.0414] 1.0410 1.0257
JUN 1.0177| 1.0202| 1.0080; 1.0289| 1.0488]  1.0550 1.0297
JuL 1.0203] 1.0214| 1.0108] 1.0249] 1.0488; - 1.0526 1.0299
AUG 1.0215{  1.0161 1.0147. 1.0245| 1.0410|  1.0653 1.0305
SEP 1.0221 1.0186| 1.0166| 1.0242| 1.0409| 1.0558 1.0297
AVG T.0162| 1.0210] 1.0099| 1.0240| 1.0875| 1.0507] 1.0589  1.0282
DIFF 0.0048] (0.0111] 0.0141| 0.0136] 0.0131| 0.0082
REVENUE ADJUSTMENT FACTOR — WEEKDAY — BY MONTH
FYSO0 FYS1 FYo2 FY93 FYo4 FY95 FY96 AVG
ocT 09786] 0.0886| 0.9875] 0.9890! 009723| 0.9353| 1.0057| 0.9796|
NOV 0.9877| 0.9913] 1.0017| o09276{ 09883| 09454 0.9696| 0.9731
DEC 0.9020| 0.9205| 0.8910| 09152 0.8955{ 0.9247| 0.8984|  0.9069
JAN 1.0015| 1.0192| 1.0006] 0.9942| 08957 09992| 1.0271| 1.0066
FEB 0.9776| 0.9633| 1.0088| 0.9645| 0.9975| 1.0036 0.9859
MAR 0.9763| 09613| 1.0019{ 09601| 09566| 1.0073 0.9773
APR 1.0226| 0.9484| 09523| 0.9820| 0.9954|  0.9957 0.9827
MAY 1.0061| 09967 09781| 09682 0.9656| 09927 0.9846
JUN o.o866| 0.9814| 1.0019| 1.0004] 09787 0.9952 0.9907
JuL 0.9737| o0.9820| 09840 09776| 09820 0.9909 0.9817
AUG 1.0118| 1.0261| 1.0102{ 1.0034| 1.0067| 1.0222 1.0134
SEP 0.9844] 09775/ 09941| 0.9901| 0.9880|  0.9950 0.9884
AVG 0.9842| 0.9797| 0.9851| 0.9727| 0.9769| 0.9839| 0.9752|  0.9809
DIFF {0.0045] _ 0.0054] (0.0124] _ 0.0042]  0.0070] _ (0.0087)

Source: Houston Metro:

Only three agencies responding to this study’s ques-
tionnaire have used APCs on more than a short-term ba-
sis. Two others are beginning to install APCs. However,
there were several other agencies using APCs that re-
sponded to the Synthesis 29 questionnaire whose re-
sponses were reviewed as part of this study.

Measurement Error

APC data are subject to five kinds of errors: (1) general
hardware malfunction, (2) miscounting passengers, (3)
failing to identify the correct stop, (4) incorrect data seg-
mentation (start of new trip), and (5) incorrect sign-on

(route, driver) information. Because of hardware malfunc-
tions and location problems, responding agencies report
discarding 10 to 50 percent of the data, with newer sys-
tems having generally better performance. The location
accuracy of the newer systems is also better.

In a 1991 study of the APC system of the Tri-County
Metropolitan Transportation District (Tri-Met, Portland,
Oreg.), it was reported that data from only 26 percent of
the APC assignments were recovered (16). More than one-
half of the loss was due to equipment malfunctions. Stop-
level counting accuracy was found to be quite high, with
the overall deviation being statistically insignificant, and
relatively small tendencies on individual buses to under-
count and overcount.



APC counts are generally claimed to be accurate
enough for decision making at the route level. Normally,
with passenger counts there is a built-in check that is
usually part of the screening process, namely, whether

" boardings and alightings are equal over each trip; it can
also be checked that passenger load never goes below zero.
Two responding agencies indicated a systematic under-
count of about 5 percent overall, with miscounts rarely ex-
ceeding two passengers at a stop. Analysts at agencies
with established APC programs generally trust the data for
route-level analyses. Nevertheless, no known agency ex-
cept Tri-Met uses APCs as the primary source for deter-
mining system-level ridership.

The trend toward low floor buses, which have entries
wide enough for several passengers, no stepwells, mini-
mum clearance underneath, and (often) foldout ramps for
wheelchairs poses a serious challenge to APC design. It is
impossible to use pressure-sensitive mats on some low
floor bus designs; optical methods are not impossible, but
more difficult.

Controlling measurement error demands rigorous
maintenance of the APC equipment. For example, at Ot-
tawa’s OC (Ottawa—Carleton) Transpo, each bus is tested
every month, and light beams are realigned if necessary.
Seattle Metro also does regular ride checks to verify APC
accuracy. One agency stated that APC equipment does not
compete well for priority with the vehicle maintenance
staff; not coincidentally, this agency also reports the great-
est percentage of discarded data.

Screening is critical so that only good data are passed
on for further analysis. Manual screening is labor inten-
sive. Some errors can be detected automatically, including
hardware malfunction, large discrepancies between
boardings and alightings, and location inconsistent with
route. Others are less easy to detect automatically. For ex-
ample, one agency cites a common problem near termi-
nals, when an operator may change the headsign before
passengers alight at the final stop. The APC system,
which is tied to the headsign, will then allocate those
alightings to the wrong trip. At least one agency that now
performs daily manual checks of its APC data is develop-
ing a new system that will automate a good deal of the
screening. Manual screening and editing is still common
for dealing with stop matching errors. Data users also
learn to watch for stop matching errors.

Sampling by Rotating Equipped Vehicles

At all responding systems with long-term APC use, only a
small fraction of the bus fleet, ranging from 5 to 12 per-
cent, is equipped with APCs. The equipped buses are gen-
erally rotated around the schedule so that every scheduled
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trip is covered. Accounting for typical amounts of bad data
and a certain amount of sampling inefficiency, this level of
fleet coverage will allow each weekday run to be sampled
about 5 to 15 times each year. For instance, Seattle Metro
estimates that most of its trips are sampled nine times
each year (three times each schedule period, with three
schedule periods per year). That is generally considered
sufficient for ridership analysis, especially if trips are ag-
gregated by period. For running time and schedule adher-
ence this is a small sample size for trip-level analysis, al-
though certainly far better than relying on a single ride
check. However, it is an adequate sample size for analysis
at the route/direction/period level, a more natural level for
many running time and punctuality related decisions.

Getting the equipped buses onto the runs for which
data are needed requires cooperation of managers at the
garage level, who often have higher priorities for deciding
on equipment assignment. One agency notes that as none
of the APC equipped buses has a wheelchair lift, they can-
not get APC data on trips that are advertised to be lift-
equipped. Tri-Met developed a statistical sampling plan
for rotating its APCs that accounts for its high percentage
of lost data (16). It relies on poststratification to ensure
that the system-wide estimates are not biased by data re-
covery rates that vary systematically over different types of
routes.

Data Systems

Software for processing raw APC data is always acquired
or developed when the hardware is procured. It reduces
the raw APC detections to counts in a format similar to
ride checks, which are stored in a database for route
analysis. Seattle Metro developed their database in-house,
using a standard database program, first on a mainframe
and later on PCs. OC Transpo and Calgary Transit each
had a third party develop a database; both are in the proc-
ess of converting (using the third party software contrac-
tor) to a general database program on a PC with improved
screening and reporting capability.

The Seattle system maintains 10 years of data; Calgary
maintains 1 year of data; OC Transpo keeps only recent
data in active storage, while retaining archived data on
CDs.

VEHICLE LOCATION DATA

There are three kinds of automated data collection systems
that include the capability of detecting a vehicle’s time at
locations of interest, making them possible data sources
for measuring running time and punctuality. They use a
variety of technologies for locating a bus, including low-
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power infrared beacons, communication with induction
loops, satellite-based global positioning, and dead reckon-
ing. Two types of systems—APCs and trip time analyz-
ers—are based upon on-board computers; whereas the
third type, AVLs, is based on a radio communication to a
central computer.

Automatic Passenger Counters

In addition to counting passengers, APCs record time of
arrival and departure from stops, and thus provide a valu-
able source of data for running time and punctuality
analysis. Measurement errors in location detection are less
frequent than errors in passenger counting. However,
without careful system design and monitoring, there
can still be a good deal of uncertainty in the location—
time data. For example, if a bus waits at the start of a
route for a few minutes before beginning its trip, the
time at which the trip finally begins may not be recorded
if the doors don’t open just before departure; therefore, the
apparent running time will include a layover of undeter-
mined length. Analysts that regularly use APC data learn
1o watch for that kind of error; however, reliance on human
screening of this sort makes further automated analysis
difficult.

As mentioned earlier, APCs are usually installed in a
small fraction of the fleet and are rotated around the
schedule. A typical sample size is one observation of each
weekday trip per month.

Trip Time Analyzers

Trip time analyzers, which are common in Europe but not
in North America, have on-board computers recording
events such as passing a loop or beacon, stopping or
starting, and opening and closing doors. Software then re-
duces the event data to trip time components such as dwell
time, delay time (time spent stopped or running very
slowly with the doors closed), and in-motion time. By
making comparisons with the schedule and with neighbor-
ing trips, they also report on schedule and headway devia-
tion. Strictly speaking, the hardware and software for re-
cording events on-board is a separate entity (an event
recorder) from the trip time analysis software (the trip
time analyzer), although in practice they are often de-
signed as a single system.

APC systems are often designed to include most of the
features of trip time analyzers. Because analyzing trip
time is their express purpose, trip time analyzers tend to
have fewer location measurement problems than do
APCs. Moreover, in trip time analyzer applications it is
customary to equip the entire fleet, making sampling

unnecessary. The enormous sample sizes that result give
planners and schedule makers a reliable data source for
analyzing running time and punctuality, for example, to
determine how performance changes with changes in
schedule, operations control measures, or traffic engineer-
ing features.

Automatic Vehicle Location Systems

AVLs are usually designed primarily to supply real-time
location and schedule deviation information at a contro!
center for operational control and security. The central
computer polls each bus in turn, usually at intervals of 60
to 120 sec, whereupon they respond with a message con-
taining location information (e.g., global positioning sys-
tem coordinates or the number of odometer pulses since
the last poll) and other critical information, such as the
status of mechanical and security alarms. Because of the
need for many buses to share the same radio channel, the
polling frequency and message size are quite limited, al-
though capacity improves every year with advances in
telecommunication.

AVL systems can include on-board computers that store
event data, in which case they can serve as trip time ana-
lyzers. Most North American systems, however, do not in-
volve on-board data storage. Any off-line analysis must be
done using information received by the central computer,
which has far less detail than could be recorded on-
vehicle. Moreover, data transmission can be systematically
unreliable in certain locations, such as downtown canyons
caused by tall buildings (a rather critical location), causing
critical data gaps.

Ironically, data accuracy required for on-line vehicle
monitoring, and obtained by most AVL systems, is far less
stringent than the accuracy demanded by trip time analyz-
ers, even though AVL is considered a more “advanced”
technology. When AVL systems speak of accuracy, they
refer to accuracy at the moment the vehicle is polled. That
accuracy may be very good, but without an event recorder
location between polls is uncertain. AVL can be character-
ized as a system that strives to accurately determine loca-
tion at a given time. However, for running time and
schedule adherence analysis, what’s needed is time at
given locations (timepoints). Under typical center city
conditions with a 90-sec polling cycle, the error range for
the time at which a given point is passed has been found
to be 58 sec, assuming perfect location accuracy at the
polling moment (25). Furthermore, detailed trip time
analysis requires both location and time at ‘which specific
events occur, such as when speed drops below or rises
above 5 km/hr. Obviously, if one is relying only on polling
data received at a central computer, this kind of detail is
unachievable.



The error range in time at a location varies propor-
tionally with the polling cycle. As a survey of British ex-
perience with AVL reveals (26), no common AVL objec-
tive demands polling more frequent than every 60 sec
except for giving priority at traffic signals, for which
polling is every 20 sec, and more frequently as buses ap-
proach an intersection. Giving priority at an intersection is
an example in which the time at which the vehicle reaches
a certain location, rather than location at a given time, is
critical.

The size of the time errors inherent in estimates made
from AVL data received at the central computer—usually
2 minutes or less—does not preclude some running time
and schedule adherence analysis. At least one example of
off-line analysis using AVL data has been reported (2). In
many AVL systems, however, the central computer is not
programmed to store the data for off-line analysis. Indeed,
off-line analysis is often not part of AVL system objec-
tives. For example, in a recent study of AVL system de-
signs for Las Vegas, off-line analysis is not mentioned as
an objective (27).

In addition, the modifications necessary for this capa-
bility are not trivial. A 1991 study found that few North
American agencies with AVL were using it for planning
and management information, and that success in adding
a data storage feature to existing AVL systems was limited
{28). This leads to the ironic situation in several agencies
of having the entire fleet equipped with AVL, yet relying
on manual checks 0 measure running time and on-time
performance. One responding agency’s AVL system pro-
duces a monthly report on overall schedule adherence, but
it was not designed to store the data in a way that makes it
accessible for any other desired analysis.

Of the 20 responding agencies, 8 have AVL on 75 per-
cent or more of their fleet. and 3 have AVL on a small
fraction of the fleet (some of these are trial installations).
One of these latter agencies is Calgary Transit, whose
AVL system is essentially an extension of the APC system,
with a full set of location data being stored on-vehicle and
limited location data sent by radio to the control center.
Apart from Calgary Transit, only three other responding
agencies use AVL as a data source for off-line analysis of
running time and schedule adherence.

Data Systems

Data systems for APCs have previously been discussed.
Data systems for AVL are usually custom built, with vastly
different ways (if any) of cnabling off-line analysis. Mil-
waukee Transit Service’s AVL system stores only excep-
tion data, retaining them for 60 days. Analysts can request
a download into an Oracle database, from which standard
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reports on running time and schedule adherence can be run.
At Dallas Area Rapid Transit, data are stored for 6 months.

Trip time analyzers used in Europe generally come
with a proprietary data system that screens and reduces
the raw data, then stores location-time-event information
in a database that is capable of producing a number of
useful reports. The trip time analysis software is usually
supplied by the vendor of the on-board event-recording
computer. However, some new software packages for trip
time analysis, described in the next chapter, are independ-
ent of the data collection device. Because off-line analysis
is the main purpose of their design, their databases are
generally designed to keep many years’ worth of data.

MANUALLY COLLECTED DATA

Manually collected data includes data from operator trip
cards, dedicated traffic checkers, and supervisors. Except
for operator trip cards, manually collected data naturally
involves small samples and therefore present less of a da-
tabase management problem. Data processing systems for
manual data tend to be more informal and homegrown
than those used with APC, AVL, and farebox systems, be-
cause there is no associated hardware vendor to supply a
data system along with the data collection device. An ex-
ception to this rule is hand-held devices, which usually
come with a data system. Finally, there is a recent trend
for software scheduling packages, which are treated by
transit agencies as a major capital expenditure, to include
database capability options for manually collected data as
a way of enhancing the value of their product.

Operator Trip Cards

Operator trip cards are counts made by bus operators of
boarding passengers on each trip. They have been largely
phased out as agencies have installed electronic register-
ing fareboxes. Of the responding agencies, two (one with-
out electronic fareboxes and one with outdated electronic
fareboxes) have operators make counts on a sample of 24
and 4 days a year, respectively. At these two agencies, the
operator counts are the main sources of route-level rider-
ship. Two other responding agencies have one or a small
set of routes for which, because of some special funding
arrangement, operator trip cards are collected every day.

The accuracy of operator trip cards varies widely
among agencies. The main problem, of course, is motivat-
ing the operators to take the counting seriously. Calgary
Transit, which relies on its sample of 24 days a year,
checks operator counts regularly against APC counts and
finds them very accurate. Another agency describes their
regular operator counts as “not excellent, but helpful.” Still
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another agency expressed the opinion that the operator
counts were 85 percent accurate.

The four responding agencies that employ operator trip
cards use simple PC-based data systems—two use a com-
mercial database package, one a spreadsheet, and one a
statistical package. One system stores historical data with-
out any limit, another keeps data for 3 years, and another
keeps data on-line for 9 months and then archives it.

Traffic Checker Data

Data collected by traffic checkers is heavily used for ana-
lyzing both ridership and operations. All of the respond-
ing agencies except Ottawa’s OC Transpo and Seattle
Metro rely on manual checks as part of their normal data
collection program. The three major data collection ac-
tivities of traffic checkers are ride checks (an on-board
checker records boardings, alightings, and time by stop).
point checks (a stationary checker records time, load, and
sometimes boardings and alightings for all passing vehi-
cles), and fare checks (an on-board checker records fare
category for each boarding passenger by stop). Data col-
lection activities of supervisors, primarily checks on
schedule adherence, are also included in this section.
Pencil and paper is the most common means of recording;
however, hand-held devices are increasing in use.

TCRP Synthesis 29 (1) gives an extensive analysis of
manual passenger counting procedures, with special at-
tention to the degree to which agencies are substituting
automated methods for manual checks. That report found
that whereas nearly everyone finds the idea of automating
data collection appealing, and some “pioneering” agencies
had successfully transitioned to automatic data collection,
the costs and risks involved in automated systems are still
a major obstacle. The pace of transition, however, appears
to be increasing, spurred on by suppliers offering their
products for trials at several agencies at little or no cost in
hopes of persuading more buyers of their worth, Neverthe-
less, it appears that manual data collection will remain an
important data source for several years to come.

Point Check Measurement Error

Measurement error of data collected by checkers on board
is considered minimal. Small counting errors during ride
checks often mean that boarding and alighting totals per
trip do not exactly match and corrections must be made,
but these errors are not usually large enough to materially
affect estimation accuracy. Some agencies require their
checkers to correct apparent errors. This practice improves
quality by giving checkers feedback on their performance;
furthermore, the checkers are usually in the best position

to discern what the error was. Hand-held devices further
reduce ride check error, because they typically calculate
load en route, giving the checker an immediate opportu-
nity to review counts between stops and alerting the
checker to infeasible loads (i.e., negative or nonzero loads
at trip end), and allowing for corrections, if necessary.

In fare surveys, checkers sometimes have difficulty de-
termining a passenger’s fare category. However, the level
of error is usually small and can be minimized if the op-
erator cooperates with the checker.

With point checks, however, making accurate load
measurements from outside a vehicle can be difficult, es-
pecially if the bus has tinted windows. Observing the load
on a “wrapped” bus—one painted with exterior advertis-
ing covering the windows—is simply impossible from the
wayside. Nevertheless, all of the responding systems that
do point checks conduct them from outside the vehicle,
because going inside the vehicle would interfere with op-
erations. Among the 10 responding agencies that use point
checks as a source for peak load data, only 3 offered esti-
mates of their measurement accuracy. These three agen-
cies were also the only ones that reported having a regular
program of checking and improving the point check accu-
racy. (Several other agencies reported that supervisors
check on the accuracy of load measurements, but did not
describe how.) Two of the agencies indicated that the error
is normally (85 percent of the time) within 10 percent of
the true value; another indicated an error range of 5 per-
cent. One agency indicated a systematic undercount of 1
percent. This range of errors is generally considered ac-
ceptable for most scheduling and service monitoring deci-
sions. Considering that decisions must usually be based on
a sample of only one or a few days and that the sampling
error is probably at least as great as the measurement er-
ror, further improvements in measurement accuracy would
be of little benefit, unless sample size were increased
significantly.

Unpublished statistical studies comparing point checks
with ride checks at two agencies showed a mixed picture
of accuracy in load estimates from wayside traffic check-
ers. Both studies found that measurement errors displayed
a systematic overcount (bias) as well as random errors.
Both studies found diminished accuracy when loads were
greater, which, unfortunately, is when the load measure-
ments are most important. The first study determined that
when a load was above 35 passengers, the systematic
overcount was 9 percent and the random error was 10 per-
cent. This would imply that when the true load is 50 pas-
sengers, most observations would range from 49 to 59.
The other study found that when loads were over 40 pas-
sengers, there was a systematic overcount of 9 passengers,
with a further random variation of, on average, 10 pas-
sengers. This would imply that when the true load is



50 passengers, most observations would range from 49 to
69. The error range found in the first study doesn’t look so
bad, but the bias and error range found in the second study
is clearly greater than would be tolerated by most analysts
in making scheduling or service monitoring decisions.

Clearly, one of the keys to accurate wayside load meas-
urements is giving checkers regular feedback on their ac-
curacy. The Toronto Transit Commission’s (TTC) pro-
gram for maintaining the accuracy of point checks
involves tests conducted every 2 years. Passenger load is
counted on board before buses leave a busy station, and
then checkers estimate the load from the street outside the
station. Results are sent to the checkers, and those in the
bottom third in accuracy are retrained by senior checkers
and retested. Two other agencies regularly perform ride
checks simultaneously with point checks as a way of test-
ing and improving point check accuracy.

Sampling Error

Because of the high cost of manual data collection, sample
sizes are generally smaller than with automated data col-
lection systems, making estimates vulnerable to sampling
error. Sampling error affects both operations data (running
time and punctuality) and ridership data. The amount of
sampling error depends on inherent variability, sample
size, and sampling method.

For route-level analyses of ridership and operations,
many agencies rely on a single day’s observations. It is
usually impossible to evaluate the statistical precision of a
load, running time, or schedule adherence measurement
based on a single day’s observations. One can only report
what was observed on a certain day, whereas scheduling
and other decisions are based on the analyst’s subjective
evaluation of average conditions. To help the analyst make
that subjective evaluation, traffic checkers are usually in-
structed to report unusual traffic or weather conditions.
Analysts will often compare the day’s observations with a
previous year’s counts and with other corroborating data,
such as operator or passenger complaints. Reports that
indicate ridership and operations measures together are
useful in this regard, because, for example, unusual pas-
senger loads can sometimes be explained by lateness. Of
course, unusual lateness can be caused by high passenger
loads; separating the cause from the effect is a challenge
when data are limited.

For quantities estimated at the system level, manual
data collection usually affords the opportunity to deter-
mine a large enough sample size to control sampling error.
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Scientific sampling methods are often used for system-
wide ridership and passenger-miles estimation (see chap-
ter 4). One of the responding agencies, Tacoma’s Pierce
Transit, uses a scientific sampling approach for esti-
mating system-wide on-time performance, as described in
chapter 5.

Data Systems

Data systems used for data collected using hand-held de-
vices tend to be more formal and better developed than
those for which the manually collected data are keyed in.
Software for analyzing data from standard data collection
activities (ride check, point check) is usually developed as
part of the process of acquiring the hand-held devices.
Three responding agencies are using reporting software
provided by the vendor of the devices, another agency had
a third party develop the software, and two agencies had
the software developed by their respective information
technology departments. Two agencies are still using
mainframe computers for processing their hand-held de-
vice data, but both are converting to PCs and commercial
database programs. In nearly every case, these systems
provide standard reports; some also offer general analysis
and query capability, either directly from the database or
after downloading to a general purpose database. The
number of years for which data are kept in the system was
four, two, and one for the three agencies (Greater Cleve-
land RTA, Dallas Area Rapid Transit, and LYNX of Or-
lando, respectively) that answered this question. One sys-
tem is mnot designed for data storage; the data are
processed from floppy disks.

At agencies where traffic checker data are keyed in,
data systems tend to be less formal. One responding
agency has a customized reporting program on a main-
frame. The remaining agencies are using spreadsheets and
commercial database software on PCs. Data are kept on-
line for no more than 1 year at most agencies (historical
data are archived). Two agencies keep data for 2 years,
and one responded “six years, but is it worth it?,” reflect-
ing the view that there is litde use for outdated ride
checks.

At many agencies, the analysis software used with
manually collected data is simply a program that analyzes
a limited set of data immediately after it is collected. Data
management, that is, storage and organization, is done
informally using floppy disks and similar devices. At
other agencies, software is more developed, with facilities
for organizing and managing data and performing user-
requested information searches.
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CHAPTER FOUR

ESTIMATING SYSTEM-LEVEL RIDERSHIP AND PASSENGER MILES

Every transit agency tracks system ridership. Based on
survey results, most U.S. agencies use boardings (unlinked
trips) as the primary measure of system ridership, whereas
most Canadian systems use revenue passengers (linked
trips) as the primary measure.

Accuracy levels of ridership estimates can be mandated
from external reporting requirements and from internal
management needs. The FTA's NTD (formerly called Sec-
tion 15) reporting requirements mandate that all agencies
receiving formula assistance (this includes nearly all U.S.
transit agencies) have a precision of 10 percent at the 95
percent confidence level in their annual system-level esti-
mates of both boardings and passenger miles. The level of
accuracy desired for internal management purposes is
normally a good deal more stringent. For example, Los
Angeles County Metro estimates its ridership from
boardings counts, with a sample size sufficient to ensure a
precision for the quarterly system-wide boardings esti-
mate of +3 percent. This leads to a precision of £1.5
percent in the annual estimate (the 95 percent confidence
level applies in both cases). However, it appears that few
agencies formally establish an accuracy target and sta-
tistically evaluate their ridership estimates. Only two of
the responding agencies reported that their ridership
estimation procedure is designed to meet a particular
accuracy target, and only one agency cited a specific accu-
racy target, which is +5 percent at the 95 percent confi-
dence level.

The FTA requires system-wide estimates of passenger
miles from most U.S. systems; however, few agencies use
this measure for any other purpose. Of the agencies sur-
veyed, none of them appear to track passenger miles at the
system level except for NTD reporting. However, APC and
ride check reports in three responding agencies include
passenger miles at the route level.

In general, the responding agencies use one of three
approaches to estimate system ridership: daily counts,
sampling with revenue-based estimation, and sampling
with direct expansion. The last two approaches can also be
used to estimate passenger miles (daily ridership counts
cannot be used to determine passenger miles unless an
agency’s entire fleet is equipped with APCs). Another ap-
proach to determining passenger miles is to estimate aver-
age passenger trip length from a sample and expand this
figure by the number of annual boardings.

ESTIMATING RIDERSHIP BY DIRECT COUNT

Some transit agencies count every passenger. Most com-
monly, the count is made using electronic fareboxes, in
which the majority of the passengers are registered auto-
matically as they pay their fare, and the remainder are
registered manually by the operator. As mentioned earlier,
farebox counts are accurate enough at some agencies to be
used as a basis for determining ridership. There are also
some agencies, usually smaller ones, in which operators
count every passenger manually, reporting the result every
day on trip cards.

Experience indicates that operator errors in registering
passengers, while small, usually have a systematic down-
ward bias. Adjustment methods for undercount have al-
ready been discussed. Small adjustments are also needed
to account for trips with missing data. .

REVENUE-BASED ESTIMATION METHODS

At agencies that do not have daily passenger counts, reve-
nue is the most common basis of ridership estimation. Fi-
nance and accounting functions require that revenue be
counted precisely throughout the year, making it a
valuable source of information on system usage. Of the
20 responding agencies, 7, including all 4 responding
Canadian agencies, use revenue as their primary source
for tracking system ridership. Because revenue is more
closely associated with linked trips (“revenue passengers’™)
than unlinked, most of the agencies making revenue-
based estimates use linked trips as their primary measure
of ridership.

The main drawback to using revenue as an estimation
method is that with differing fares and unlimited use
passes the relationship between revenue and passenger
trips (linked or unlinked) can be weak, and must be esti-
mated using surveys. The correlation between revenue and
passenger miles is weaker still. Another disadvantage is
that most agencies are not able to count revenue by route
(Winnipeg Transit was the only exception among the re-
sponding agencies), so that ridership counts are still needed
for route-level ridership estimation. Of course, electronic
farebox systems can tally revenue by route as it is re-
ceived, but because they also count boardings by route,
they leave no need to estimate boardings from revenue.



Revenue-based estimation methods can be divided into
two approaches: those based only on farebox revenue and
those that use both farebox revenue and transit pass sales
revenue. Farebox revenue is defined to include tickets at
their cash value. Passenger-miles estimates are made us-
ing farebox revenue only.

Estimation from Farebox Revenue Only

Estimating boardings from farebox revenue requires a
conversion factor equal to the ratio of farebox revenue to
boardings, sometimes called average farebox deposit. This
factor can be estimated from ride check data, provided the
farebox revenue register is read at the beginning and end
of each checked trip. Similarly, passenger miles can be es-
timated from farebox revenue using the ratio of passenger
miles to revenue obtained from a ride check sample that
includes revenue measurements. FTA Circular 2710.4 (11)
describes such a sampling procedure.

Boardings (but not passenger miles) can also be esti-
mated from revenue using fare survey data (recording the
fare category of each entering passenger). Because the fare
survey yields greater detail for revenue planning, it is the
more commonly used method.

Some agencies do fare surveys continuously, or at least
once a year over a concentrated period, and calculate the
conversion factor afresh each year. Others rely on fare
surveys done once every few years and after fare changes,
assuming that the fare mix (i.e., the share of passen-
gers paying each type of cash fare) remains stable between
surveys.

Estimating Pass Boardings

The second approach to revenue-based estimation is to use
farebox revenue as a basis for estimating passengers pay-
ing by cash, ticket, or token (“cash boardings”), and to use
pass sales as a basis for estimating pass ridership. Estimat-
ing cash boardings from farebox revenue is essentially the
same as estimating total boardings from cash revenue.
However, the ratio must be estimated from a fare survey
(i.e., a simple ride check is not sufficient), because the
data must distinguish between cash and noncash paying
passengers.

The most straightforward approach to estimating pass
use from pass sales is to estimate the number of trips per
day made by passholders from a survey of passholders.
However, this surveying process can be expensive. One re-
sponding agency that follows this approach surveys pass
users every few years and assumes that the usage rate is
stable between surveys.
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The other responding agency that estimates trips
made by pass users separately from cash passengers
bases their pass use estimate primarily on farebox reve-
nue, with minor adjustments that account for pass sales
data.

DIRECT EXPANSION FROM A SAMPLE

Some agencies that do not have daily passenger counts es-
timate ridership by direct expansion from a ride check
sample. The same method is often used for estimating pas-
senger miles. Three sampling approaches are used: (1) a
random sample, (2) a concentrated sample, and (3) the
“100 percent ride check.”

Random Sampling

With random sampling, the sample of trips is checked
over the entire year with random selection and a sample
size chosen to meet the statistical accuracy target. FTA
Circular 2710.1A (10) describes a sampling plan of this
type that will satisfy NTD accuracy requirements for both
boardings and passenger miles. It requires 549 randomly
selected trips if sampling is conducted every other day,
and more trips if sampling is conducted with a different
frequency. This method is used by a fair number of U.S.
transit systems, including 5 of the 16 responding U.S.
agencies. However, in every known case, ridership esti-
mates made using this method are used only for NTD re-
porting—different estimation methods are used for inter-
nal management and for reporting to oversight boards.
The NTD method is not used for other purposes because
its margin of error (10 percent for the annual estimate) is
too wide, and simply increasing the sample size to im-
prove accuracy is too expensive. On the other hand, the
ridership estimation methods used for internal manage-
ment are not used for NTD reporting because they cannot
be certified (or at least they have not yet been certified) as
satisfying NTD statistical requirements, or because the
Circular 2710.1A method had to be used anyway for esti-
mating passenger miles ({0).

Some agencies, including 6 of the 16 responding U.S.
agencies, have developed their own sampling plans to es-
timate annual boardings and passenger miles. In most
cases these plans are designed to meet NTD requirements
using more efficient sampling techniques than simple ran-
dom sampling. These sampling techniques include strati-
fied sampling and cluster sampling, in which a group of
trips such as one-half of an operator’s daily duty is sam-
pled as a umit (14,16). In some cases, the customized
sampling plan is designed to meet internal reporting needs
as well, in which case its specified accuracy is usually
stricter than the NTD requirements.
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Concentrated Sample

Several agencies estimate ridership from daily counts
made during a few weeks in a given year. The counts are
usually made by operators, who may be paid extra for the
effort. Sometimes a single typical period of 1 or 2 weeks is
selected; sometimes a typical week in each quarter is
checked. The ridership estimate resulting from this
method does not purport to be the annual average, because
the typical week does not usually include the effects of
holidays, summer vacation, or winter weather. By track-
ing the same typical week each year, however, manage-
ment can see the trend in ridership.

The “100 Percent Ride Check”

A 100 percent ride check or “100 percent sample” is gen-
erally taken to mean a ride check that includes one day’s
observation of every trip in the daily schedule. Despite its
name, the 100 percent ride check is still a sample. Because
every scheduled trip is observed, between-trip variation
introduces no estimation error; however, between-day
variation remains as a source of estimation (sampling)
eITor.

Ride checking the entire schedule once each year is a
data collection program followed by a large number of
transit agencies, including five of the responding agencies
(not counting those with APCs, which effectively do a 100
percent ride check several times each year). The primary
purpose of the data is for route-level planning and
scheduling rather than system-level monitoring. Because
route planners and schedulers want to base decisions on
data from a typical day, ride checkers often try to avoid
periods with atypical ridership patterns such as the
Christmas season, summer, and days with severe weather.
This conflicts with the need, for NTD reporting, to
know average daily boardings. To make the data useful
for NTD boardings estimates, either some adjustment
must be made to convert typical results to average re-
sults or the data must be combined in some way with data
collected (but perhaps not used for route planning) on
atypical days.

ESTIMATING PASSENGER MILES USING AVERAGE
TRIP LENGTH

For agencies in which system-wide boardings are known
from daily counts, or estimated to a high degree of accu-
racy (say £5 percent or better), passenger miles can be
estimated by first estimating average (passenger) trip
length from a sample of ride checks and then expanding
this figure by total boardings. An increasing number of
agencies use this approach because of the growing ability

to count boardings using electronic fareboxes. A variety of
sampling techniques have been applied to estimate aver-
age trip length, including route stratification (longer
routes normally have longer average trip lengths) and
cluster sampling (12,13). Most route stratification tech-
niques can only be applied when boardings are known by
route, underscoring the importance of correct data seg-
mentation when counting passengers by using electronic
fareboxes.

The use of concentrated samples and 100 percent ride
checks as a basis for determining average trip lengths,
even when the ride checks avoid atypical days, is gen-
erally justified for systems knowing annual route-level
ridership, because average trip length within a route is
very stable.

ESTIMATION ACCURACY

Estimation accuracy is affected by two sources of error:
measurement error and sampling error. Sources that pro-
vide daily counts on all trips, even if up to 20 percent of
the data are missing or discarded because of equipment or
other failures, have no significant sampling error. With
daily sources such as fareboxes, a vigorous screening pro-
gram can be employed to discard questionable data, be-
cause it is always worth sacrificing sample size in order to
control measurement error.

However, when ridership is estimated from revenue or
from a sample of counts, and when passenger miles is €s-
timated from a ride check or APC sample, accuracy is af-
fected by sampling error as well as measurement error.
Sampling error depends on the sample size and on the un-
derlying variability. For revenue-based ridership estima-
tion, underlying variability is determined principally by
the fraction of passengers not paying a standard fare as
they board, including pass users (unless pass use is regis-
tered). For passenger-miles estimation, underlying vari-
ability can be significantly reduced by stratification tech-
niques, separating routes with long average trip length
from routes with short average trip length. Stratification
by route, if feasible, is a powerful method of reducing
sampling error, because variation in average trip length is
usually far greater between routes than within routes. If
sampling is done by cluster (i.e., several trips back-to-
back on the same route), cluster characteristics also influ-
ence the accuracy of the estimate. Depending on the
application, a sampled cluster of, say, four trips may offer
the same benefit as only one or two independently
sampled trips, due to homogeneity within the cluster
(14).

For revenue-based estimation, FTA Circular 2710.4
(11) specifies a sample of 208 independently selected trips



to achieve a precision of £10 percent at the 95 percent
confidence level for both system-level annual boardings
and passenger miles. That would imply that an 832-trip
sample would achieve an accuracy of +5 percent at the
same confidence level. This result is based on data collected
in the early 1980s. However, with increased pass use and
recognition of the great variability between and within
transit agencies, the FTA no longer stands behind the
sample size of 208; agencies using this approach are re-
quired to conduct their own statistical study to determine
the sample size needed to achieve a given level of accu-
racy. Furth and McCollom (/5) discuss statistical experi-
ence with revenue-based sampling.

The accuracy of estiinates made using a prior year’s
conversion factor is impossible to assess objectively. How-
ever, by tracking pass sales and other related factors one
can subjectively evaluate whether the assumption of a
stable fare mix is reasonable.

The accuracy of estimates made using customized
sampling plans is usually determined as part of the sam-
pling plan design. Depending on characteristics of the
transit system and the availability of route-level boardings
counts, customized sampling plans to estimate passenger
miles for NTD reporting generally require 50 to 90 per-
cent less sampling effort than the standard Circular
2710.1A method (10). A method for small transit agencies
that requires a very small sample size is described else-
where (12).

23

DATA SYSTEMS

In practice, spreadsheets and databases are usually used to
calculate system-wide ridership and passenger-miles
estimates. Often a dedicated spreadsheet or database is
used to hold survey data used for NTD estimates. At some
agencies with a general ride check database, the ride check
system reduces each ride check to summary measures
(boardings, passenger miles) needed for NTD estimation, and
flags the trips that are part of the NTD sample; only those
trips are used for NTD estimates, whereas the full dataset
is available for other purposes. Revenue and pass sales
data, if needed for expanding the sample, are usually
transferred by file or by paper for each estimation period.

The more complicated the analysis, the more that is
gained by using a database or statistical analysis package.
If either analysts or management has identified desirable
standard report formats, such a software package can auto-
mate much of the analysis and reporting process. For exam-
ple, Winnipeg Transit uses SAS for Windows (Statistical
Analysis Software, a commercial package) for most of its
planning analyses. It is used to analyze quarterly fare sur-
vey data, employing weights drawn from point check and
ride check summaries (also held in files accessible to
SAS), yielding factors used in the monthly ridership esti-
mation process. Daily revenue data and schedule summary
data are likewise stored in files accessible to SAS. Rider-
ship estimates and reports are generated with user-
programmed SAS routines.



24

CHAPTER FIVE

OTHER ANALYSIS METHODS

This chapter describes several other types of analyses that
fairly reflect the state of practice in the analysis of rider-
ship and performance data. The first six types of analysis
methods require only data from individual routes; the
other methods use data from more than one route or the
entire system. Sample reports are presented to illustrate
the analysis methods. Analyses that are primarily financial
(e.g., revenue or pass sales analyses) were purposely
omitted, as were analyses primarily related to fare catego-
ries, as these analyses more often fall in the domain of the
finance department than of the planning or scheduling de-
partment of a transit agency. Also excluded are analyses of
facilities such as inventories and reports related to the
management of the data collection program (e.g., sam-
pling schedules).

LOAD PROFILES

Load profiles are a standard analysis tool showing passen-
ger activity (boardings, alightings) and passenger load at
each stop along a route in a single direction. They help
identify locations and values of peak load, as well as un-
derutilized route segments. Load profiles are derived from
either manual ride checks or APCs.

“Load” can be either an arriving or departing load, but
it is important for reports to note which definition applies.
Overall, the departing load appears to be the more com-
monly used.

In the analysis, boardings and alightings are given by
stop. Beginning with an initial load (either observed or as-
sumed zero), the load at each stop is calculated in order by
subtracting alightings and adding boardings. With some
data collection methods, load is directly observed at vari-
ous points, providing a check on calculated load.

One of the first requirements of analysis software is
that it identify inconsistent boarding and alighting counts.
Unless total boardings match total alightings, the load will
not return to zero. [Or, if there is an observed final non-
zero load (“left on board”), the calculated final load
should match this value.] Inconsistent counts can also lead
to negative loads en route. Any corrections should be done
as soon as possible by the person who collected the data.
As mentioned earlier, programmed hand-held devices
usually track the boardings/alightings balance in real
time and require immediate correction by the traffic checker.

Otherwise, a person responsible for data screening will be
alerted to make the (usually minor) correction.

Load profiles with different aggregations of trips serve
different purposes. A load profile for a single trip is too
detailed for most decision making, but can be helpful
for analyzing special cases or for giving insight into
trip-level variability. Aggregation over established
planning and schedule periods is useful for planning
and scheduling decisions. Aggregation over the entire
day is helpful for planning involving route changes and
for showing stop usage (e.g., in prioritizing stops for
shelter installation).

When a load profile is meant to represent a period or a
full day, some provision is usually needed for trips with
missing data. Analysis software at many agencies will in-
sert period-level averages for missed trips.

When dealing with routes with branches, analysis and
reporting methods must recognize the branching route
structure and carefully account for flow conservation at
junction points.

An example load profile from Pierce Transit (Tacoma,
Wash.), displayed in text with a row for each stop, is
shown in Table 4. It is based on ride check data, generated
with user programmed D-BASE software. It is an aggre-
gation over the entire day, and shows values both for the
set of trips observed (17 of 30 operated) and for the esti-
mated daily total. This report includes an unexplained
branching discontinuity after stop 400.

A graphical representation of a load profile, displayed
alongside a route map from Sacramento Regional Transit,
is shown in Figure 1. It is based on ride check data, pro-
cessed in a custom database on a mainframe, and then
downloaded to a Paradox database on a PC to produce the
visually appealing report format. The graphical display
also includes ons and offs by stop, giving the viewer a
clear picture of how the load varies along the route, and of
which stops have substantial or little passenger activity.
Another load profile format that provides still more visual
information is shown in Figure 2. Based on ride check
data, it shows the load profile and stop activity graphed
onto the urban grid in Winnipeg. This report comes from
a software package called MADCADD, which connects
transit data o a geographic information system (GIS) and
to AutoCad. MADCADD is a module of the experimental



TABLE 4

LOAD PROFILE: DAILY SUMMARY BY ROUTE/DIRECTION
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02/02/98 BUS RCUTE SUMMARY Page No. 1
Route 10 Direction 2 Day Daily Trips Operated: 30
Pearl St - OB Trips Surveyed: 7
Surveyed Trips | Estimated Daily Average

Stop Street Cross Street On Cff Load | On Off Load Load
—————— e s e ———————— - ———— I

1 ON BOARD AT START 0 0 0 | 0 0 0 0.0
100 S 19TH ST TCC TRANSIT CTR 161 0 161 | 284 0 284 9.5
110 MILDRED ST LAKESIDE LANDNG 4 0 165 | 7 0 291 9,7
120 S 12TH ST MILDRED ST 7 0 172 | 12 0 304 10.1
130 S 12TH ST WHITMAN ST 4 2 174 | 7 4 307 10.2
140 S 12TH ST 5958 0 0 174 | 0 0 307 10.2
150 PEARL ST S 12TH ST 3 8 169 | 5 14 298 9.9
160 PEARL ST S 10TH ST 0 8 161 | 0 14 284 9.5
170 PEARL ST 6TH AV 17 0 178 | 30 0 314 10.5
180 PEARL ST N 11TH ST 6 8 176 | 11 14 311 10.4
190 HIGHLANDS PKWY PEARL ST 2 10 168 | 4 18 296 9.9
195 HIGHLANDS PKWY TACOMA LUTHERAN 3 14 157 | S 25 277 9.2
200 HIGELANDS PKWY NEWTON ST 0 0 157 | 0 0 2717 9.2
210 HIGHLANDS PKWY AUGUSTA PL 0 2 155 | 0 4 274 9.1
220 HIGHLANDS PKWY WESTGATE BL 0 0 155 | 0 0 274 9.1
230 VASSAULT ST WESTGATE BL 0 1 154 ¢ 0 2 272 9.1
240 VASSAULT ST N 24TH ST 0 5 149 | 0 9 263 8.8
250 VASSAULT ST N 26TH ST 1 21 129 2 37 228 7.6
260 N 26TH ST BRISTOL ST 0 8 121 | 0 14 214 7.1
270 PEARL ST N 26TH ST 10 26 105 | 18 46 185 6.2
280 PEARL ST N 30TH ST 4 18 91 | 7 32 161 5.4
290 PEARL ST N 31ST ST 4 7 88 | 7 12 155 5.2
300 PEARL ST N 33RD ST 0 3 85 | 0 5 150 5.0
310 PEARL ST N 35TH ST 1 1 85 | 2 2 150 5.0
320 PEARL ST N 37TH ST 1 23 63 | 2 41 111 3.7
330 PEARL ST N 39TH ST 0 1 62 | o] 2 109 3.6
340 PEARL ST N 42ND ST 0 5 57 | 0 9 101 3.4
350 PEARL ST N 45TH ST 0 3 54 | 0 5 95 3.2
182 N 4573 °T WISSCEER 37 z 7 47 i z zz £3 2.3
370 N 46TH ST DEFIANCE ST 0 3 44 | 0 5 78 2.6
380 VASSAULT ST N 46TH ST 0 4 40 | 0 7 71 2.4
390 VASSAULT ST N 49TH ST 1 6 35 | 2 11 62 2.1
400 VASSAULT ST N 51ST ST 0 9 26 | 0 16 46 1.5
405 TOBEY JONES TOBEY JONES 0 0 13 | 0 0 23 0.8
410 PARK WY DEFIANCE ST 2 2 18 | 4 4 32 1.1
420 PARK WY PEARL ST 2 5 23 | 4 9 41 1.4
430 PEARL ST N S54TH ST 0 0 23 | 0 0 41 1.4
440 N PEARL ST PT DEFIANCE Q 15 8 | 0 26 14 0.5
999 ON BOARD AT END 0 0 0| 0 0 0 0.0

!
TOTAL 233 225 | 411 397
)\ Report 2 (tripséb.prq)

Source: Pierce Transit, Takoma, Wash.

transit planning system Madituc, developed at Montreal’s
Ecole Polytechnique, which is being used under a re-
search agreement at the transit agencies of four Cana-
dian cities.

Some agencies construct load profiles by segment, indi-
cating load at segment boundaries (usually timepoints)
and on/off activity on each segment. An example from
Seattle Metro’s APC system is given in Table 3, showing a
load profile for individual scheduled trips. Because the

APC system allows for multiple observations of each
scheduled trip (the example report shows 1 trip with 3 ob-
servations and 1 with 10 observations), this report shows
average, minimum, and maximum values of ons, offs, and
load. The load profiles produced by OC Transpo’s APC
system (not shown) include two additional statistical
measures: median and standard deviation. This contrasts
wilh load profile analyses based on single observations, for
which the user simply has to trust that the observations
were in some sense typical.
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TABLE 5

SEGMENT LEVEL LOAD PROFILE: STATISTICAL SUMMARY AT THE TRIP LEVEL

MADCADD S

Page 1

Run on 07/15/91 at 11.22.50

TIKE POINT LOAD PROFILE 5 WD

8Y ROUTE, BY TRIP IN CHROK ORDER

SIGHUP: FALL 90

HPTY THPY2 ON OoN ON OFF OFF OFF
I TRIP  KEY 0BS SCHED SCHED THPTY THPT2 AVG MAX MIN AVG HAX HIN LOAD LDAD LOAD
RTE DAY PT O SEO¥ BLOCK EX CNT  LEAVE ARRIV NAME NAME PSGRS PSGRS PSGRS PSGRS PSGRS PSGRS AVG MAX  MIN
5 w 1 1040 509 AT 3 6:13A 6:14A INW NW9O  GRWDB7SB 2.0 3 1 .0 0 0 2.0 3 1
509 AV 3 6:14A 6:25A GRWDBTSB  PHNYN4G 2.3 29 21 1.0 2 0 5.3 29 22
509 Ar 3 6:25A 6:30A PHHYN46  FRMTH3SB 13.7 14 13 2.3 3 1 367 40 33
509 AY 3 6:30A 6:39A FRMTN3B 5  VIRG 6.7 7 6 7.3 9 6 423 45 40
509 Ar 3 6:39A 6:41A 5 VIRG 5 PINE 1.0 2 ] 7.3 9 6 36.0 l8 33
509 At 3 6:4A 6:45A 5 PINE 2 UNON 5.3 -6 & 18.7 20 17 9.7 33 26
1050 510 A 10 6:24A - 6:25A 1NW NW90 GRWDB7SB 7 1 0 .1 1 0 - .6 1 0
510 AV 10 6:25A 6:36A GRWDB7SB  PHNYN4G 18.9 25 1" 1.9 5 0 18.0 24 12
510 AT 10 6:36A 6:41A PHNYNAS  FRMTN3B 1.4 14 9 3.4 7 1 25.6 32 20
510 AT 10 6:41A 6:50A FRMTN38 5  VIRG 3.6 6 1 7.9 12 5 28.9 35 23
510 AY 10 6:50A 6:52A 5 VIRG 3 PINE 5 2 0 49 8 1 213 28 14
510 AT 10 6:52A 6:56A S PINE 2 UNON 2.4 4 2 1.5 15 6 16.9 24 13

Source: Seattle Metro.

TRIP SUMMARIES

For many purposes in scheduling, operations planning,
and monitoring, only key ridership summary statistics
from a ride check are needed; most often boardings, peak

load, and (in some cases) passenger miles, If the summary
covers only a part of the route, alightings may also be of
interest. If the data sources are point checks, the only rid-
ership information available will be load (and sometimes ons
and offs) at the checkpoint. Showing schedule adherence
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TABLE 7
TRIP SUMMARIES: PERIOD LEVEL AGGREGATION

29

Page 1
Run on 07/16/91 at 09.20.44

#TRIPS X TRIPS
# OF  UITK VITH
1 TYPE SCHED APC APC
KEYTP! DAY RTE PT O PERD SERV TRIPS DATA DATA
1010403 W 17 0 AM L 7 7 100.
MID L 6 [ 100.
PH L 9 8 89.
XNT L 8 7 88.
*TOTAL DAY WD 30 28
*TOTAL DAYCD 30 28
SA \ 14 0 AM L 3 1 33.
HID L 6 3 50.
4] L 3 2 67.
XNT L é 4 67.
*TOTAL DAY SA 18 10
*TOTAL DAYCD 18 10
U 17 0 AM L 3 2 67.
MID L [ 4 67.
PH L 3 3 100.
XNT L (] 4 67.
*TOTAL DAY SU 18 13
*TOTAL DAYCD 18 13
*TOTAL KEYTP! 1010403 65 51

APC DATA EXPANDED TO SYSTEM TOTALS 8Y TPI
FOR EACH ROUTE AND PERIOCD
SIGNUP: SUMMER 55

START END oN OoN OFF OFF MAX MAX
TIME TIME AVG TOTAL AVG TOVAL LOAD LOAD
POINT POINT PSGRS PSGRS PSGRS PSGRS AVG 101
15 JAXN &S VASH 1.4 9.8 2.2 15.4 7.1 9.7
15 JAXN 4S WASH 1.5 9.0 3.9 23.4 21.3  127.8
15 JAXN &S WASH 2.6 23.4 3.3 29.7 4.4 129.6
1S JAXN &S WASH 1.2 9.6 1.3 104 7.2 5.6
201.0 321.0 1800.0
201.0 21,0 1800.0
1S JAXN &S WASH 8 2.4 1.4 42 46  13.8
15 JAXN &S WASH .9 5.4 3.1 186 1.8  70.8
1S JAXN 45 WASH .7 24 1.8 5.4 6.8 20.4
1s JAXN 45 WASE .2 1.2 .8 4.8 39 3.4
46.8 121.8 487.8
6.8 127.8 487.8
1S JAXN &S VASH 4 1.2 1.1 3.3 63 189
1S JAXN 4S WASH .5 3.0 2.3 13.8 B.&  50.4
15 JAXN &S WASH 2.7 8.1 3.7 1.1 153  45.9
15 JAXK 45 WASH .2 1.2 4 2.4 40 2.0
8.4 135.0 612.0
8.4 135.0 612.0
864.6 1669.8 7992.6

Source: Seattle Metro.

or running time summaries along with the ridership sum-
maries adds more value to the report, because unusual
loads can sometimes be explained by schedule deviation or
following a missed trip.

Passenger miles for a trip arc usually calculated from
the trip’s load profile, multiplying load on each segment by
segment length, and aggregating over segments. For this pur-
pose, a stop list file with interstop distances must be available
for each route in the same data system as the load profile.

A trip summary report from Seattle Metro’s APC sys-
tem is shown in Table 6. It provides one record summariz-
ing multiple observations of each scheduled trip, showing
average, minimum, and maximum values of boardings,
alightings, and load for the portion of the route between
two timepoints (the outer end of the route and the point at
which the route enters the downtown). Aggregations to
schedule and planning periods are also common to analyze
whether a period’s headway or running time matches its de-
mand and traffic environment (Table 7). Fixed period defini-
tions are used showing average boardings, alightings, and
peak load per trip for each period, along with period and
day totals. The system accounts for unobserved trips by
simply factoring the observed trips accordingly. More
flexible systems allow the user to specify any period.

Two definitions may be given to “peak load”: (1) the
greatest load occurring on a trip regardless of where it oc-
curs and (2) the load at the “peak point,” that is, the point
with the greatest passenger volume occurring over a
planning period. The peak point may be determined afresh

with each new dataset or it may be semipermanently fixed
based on historical data. The first point is valuable as a meas-
ure of passenger service quality (crowding), the second as a
measure of peak demand against which offered capacity
may be compared. Most agencies appear to choose one
definition or the other, although some report both.

Ride check or APC data covering every scheduled trip
can produce the same kind of reports as point or screen-
line checks, but with the advantage that the user can select
any checkpoint. TTC’s Report 10, shown in Table §, is an
analysis of loads at a chosen point for a given route, di-
rection, and period. For the entire period, it shows the av-
erage load and the percentage of trips exceeding the
loading standard. It also determines the peak 15-, 30-, and
60-minute period within the period of analysis, and re-
ports average load and the percentage of trips exceeding
the loading standard within those subperiods. This is
clearly an analysis tied to a service standard for crowding.
All of the TTC reports shown in this chapter, unless otherwise
noted, are based on ride checks and processed in a custom-
built PC database with final reporting on a mainframe
computer (although TTC has begun the process of migrat-
ing report generation to a PC platform).

PUBLISHED ROUTE SUMMARIES

Some agencies produce summaries of route ridership sta-
tistics that are published for community information. An
example (Figure 3; from TTC, although not currently pro-
duced), shows all day ridership and peak hour load statis-
tics for a single observed day in each of the last 3 years.
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ROUTE PROFILE FOR
WARDEN SGUTH (63) BUS ROUTE
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m / St. Clair Ave. £,
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Canforth Ave.
Counter- _y /
Clockwise l
o
\(\f\qstor\R
/I
SERVICE:
All Day, 7 days per week.
NOTE: Service is available both clockwise and counter-clockwise from Warden $tn. all day on
weekdays and Saturday daytime; counter-clockwise only on Saturday evenings and Sunday (all
day).
RIDERSHIP:
ALL DAY (BOTH WAYS)
AM Rush Day Normal- PM Rush Evening Total
Tuesday, October 17, 1988 1014 1565 1180 663 4422
Tuesday, October 2, 1990 1288 1996 1581 795 5660
Wednesday, September 25,1991* 1176 1644 1201 656 4677*
% Change from Previous Cnount (8.7} (17.8) (24.0) (17.5) (17.4)
MAXIMUM HOUR (HEAVY WAY GNLY)
Avg. Veh. Avg. Veh.
AM Load PM Load
Tuesday, October 17, 1989 195 (SB) 49 267 (SB) 67
Tuesday, October 2, 1990 392 (SB) 44 308 (SB) 77
‘Wednesday, September 25, 1991* 374 (S8B) 31 313 (SB) 39
Note: SB = southbound onto Warden Avenue (counter-ciockwise)
*The 1991 count was taken shortly after the Sept. 12-19 TTC strike.
FIGURE 3 Public route ridership summary (Toronto Transit Commission).
ROUTE-LEVEL SCHEDULE ADHERENCE AND schedule adherence at the route level, whereas another 5
HEADWAY REGULARITY analyze it at the system level only. Definitions of “on
time” vary from agency to agency; among the responding
A majority of the responding agencies report schedule ad-  agencies, acceptably early varies from 0 to 1 minute, and

herence. Of the 20 responding agencies, 10 analyze  acceptably late from 2 to 10 minutes. In their reporting,
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some agencies distinguish between degrees of lateness, for
example, 2 to 5 minutes late versus more than 5 minutes
late.

A typical route-level schedule adherence analysis is
shown in Table 9, a report from the Washington (D.C.)
Metropolitan Area Transportation Authority (WMATA)
that shows a frequency distribution of trips by degree of
lateness. It is based on a ride check covering every sched-
uled trip once and processed using a SMART database on
a PC. One pair of tables is based on a preselected control
point for the route; the other is based on observations at
every control point. The trips are aggregated by planning
period, and the number and fraction of trips falling into
different categories of punctuality are shown. “Average
deviation” is based only on the trips that were two or more
minutes late. Clearly, there is a strong difference between
measures based at a single point versus multiple points; it is
more difficult to be on time at (say) four points than at one.

One of the TTC’s schedule adherence reports (not
shown) gives a frequency distribution of lateness and
“earliness” by minute (i.e., number of trips that were 1
minute late, 2 minutes late, etc.). This format allows the
analyst to apply any desired definition of “early,” “on
time,” and “late,” which may vary according to the pur-
pose of the analysis.

Data sources with multiple day observations permit
further statistical analysis. OC Transpo’s route-level
schedule adherence report, based on point checks on a few
days, simply lists the results of each day separately, leav-
ing further inference to the analyst. Reports from auto-
mated systems making daily observations are described
later in the section Trip Time Analyzers.

On routes having a high enough frequency that passen-
gers don’t consult a schedule, waiting time and load im-
balances are more affected by headway variability than by
schedule deviation. Assuming that passengers are always
able to board the first bus that appears, average passenger
waiting time is one-half the average headway, plus a com-
ponent that grows with the square of the headway coeffi-
cient of variation (CV, which equals the standard devia-
tion of the headway divided by average headway).
Passenger load is affected similarly. For example, if the
headway’s standard deviation is one-half as great as its
mean (CV = 0.5), average wait time will be 25 percent
greater than it would be if headways had no variation.
Loads will also be heavily imbalanced, with some trips
overloaded and others underloaded, and with most of the
passengers on trips that are overloaded.

As with schedule deviation, headway variability meas-
ures for a route can be based at a single control point or on
data from several points. TTC’s Report 8, shown in Table
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10, includes the mean headway, the CV, and the minimum
and maximum observed headway at timepoints along a
route for a specified period (up to 8:59 a.m. for the exam-
ple shown).

Two other measures of headway variability that have
been used are the fraction of headways more than 50 per-
cent greater than the scheduled headway (a measure more
readily understood by management than headway CV)
and the expected fraction of passengers that have to wait
more than one scheduled headway. This latter figure is
calculated as the fraction of a period in which the time
since the most recent departure was more than one
scheduled headway (29).

At timed transfer points, a critical measure of opera-
tional performance is whether or not scheduled connec-
tions were made. An example report, based on point
checks on Norfolk’s Tidewater Transportation District
Commission, is shown in Table 11.

RUNNING TIME

Running time and running time variability are primary
inputs to scheduling, helping to determine scheduled
running times and necessary layovers. Running times can
vary considerably between trips and between days, and
schedules are purposely built to account not only for aver-
age running time, but also to provide a sufficient buffer so
that most delays can be absorbed without the vehicle’s
next trip beginning late. That buffer can be built into the
running time, into the layover at the end of the trip, or can
be a combination of the two. Reports that analyze vari-
ability in running time are therefore more valuable than
those that report only averages.

Whether scheduled running times are based on average
running times, ideal running times (i.e., running time un-
der favorable traffic conditions), or something like 85 per-
centile running times (i.e., running time under unfavor-
able conditions) is a matter of agency policy. Using ideal
running times helps to guard against trips being early en
route, which is far more annoying to waiting passengers
than trips being late. With this policy, trips will tend to
run late, and will therefore need greater scheduled lay-
overs. Using the 85 percentile value running times helps
prevent trips from being late, which can be important on
long routes or routes involving heavy transfer volumes. It
also means less layover time is needed in the schedule.
However, this practice leads to longer journey times and
increases the likelihood that trips will be early en route,
unless strict controls against “running hot” are observed.
The average running time policy is a compromise between
those extremes. Yet even under this policy, while average
running time is sufficient to determine scheduled running
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TABLE 10
HEADWAY VARIABILITY REPORT

REPORT 8 - RIDING COUNT HEADWAY VARIABILITY REPORT — RCHDWYVA PAGE: 6
FOR PERIOD: TO 0859 WESTBOUND
ROUTE: 95 YORK MILLS COUNT: 1014 MON FEB 02 98 (FROM 04:00 TO 31:00)
BRANCH: ALL
MINOR DELAYS.
SC: 17 REPORT PRODUCED: 11.55.31 ON: DEC 22 98
TIMEPOINTS: DESTINATION CODES:
1LOOP (GO STN) AT LAWRENCE AVE E 2 5
12 LAWSON AT MEADOWVALE 2 5
20 LOOP (CUL DE SAC) AT ELLESMERE RD 3 6
22 ELLESMERE RD AT MEADOWVALE 3 6
33 ELLESMERE RD AT MILITARY TRAIL EAST 2 3 5 6
36 ELLESMERE RD AT NEILSON 2 3 5 6
A0 ELLESMERE RD AT MARKHAM 2 3 5 6
44 ELLESMERE RD AT MCCOWAN 2 3 5 6
54 ELLESMERE RD AT KENNEDY RD 2 3 5 6
57 ELLESMERE RD AT BIRCHMOUNT 2 3 5 6
65 ELLESMERE RD AT VICTORIA PARK 2 3 5 6
66 VICTORIA PARK AT PARKWOODS 1
70 VYORK MILLS RD AT FENSIDE 1 2 3 5 6
78 VYORK MILLS RD AT LESLIE 1 2 3 5 6
83 VYORK MILLS RD AT BAYVIEW 1 2 3 6
91 VYORK MILLS AT SUBWAY STATION 1 2 3 5 6
TIMEPOINTS 1 12 20 22 33 36 40 44 54 57 65 66 70 78 83 91
HEADWAY STATISTICS
OBSERVATIONS 13 13 14 14 29 29 33 35 35 35 35 8 44 44 32 44
AVERAGE (MM- 12- 12- 12- 12- 06- 06- 05- 05— 05- 05- 05- 09- 04- 04~ 06- 04-
Ss) 28 41 43 43 14 17 37 16 22 22 28 38 22 22 04 25
STD DEV'N 6.9 7.2 6.7 6.6 4.4 4.5 4.4 3.7 3.8 4.0 3.8 3.1 3.4 3.5 3.8 3.8
COEFF.VAR'N (%) 56 57 53 B2 71 71 79 71 71 75 69 33 78 81 62 86
MAXIMUM (MM- 32- 32- 34— 33- 18- 17— 19- 17- 18- 19- 16~ 15- 12— 14- 15- 14~
$S) 00 00O 00 00 00 00 00 OO OO OO 00 00 00 OO0 00 00
MINIMUM (MM- 05- 06- 03- 02— 00~ 00- 00- 01- 00~ 00- 00- 04- 00- 00- 00- 00-
SS) 00 00 00 00 0O 00O 00 0OC OO 00 00 00 0C 00 00 00

IMPROVISED ROUTING TRIPS INCLUDED

Source: Toronto Transit Commission.

time, scheduled layovers should be related to running time
variability.

One major input on running time is feedback from op-
erators and patrons. Operators will usually complain if
there is not enough running time built into the schedule,
and patrons will often complain if passed by an over-
crowded vehicle or if vehicles depart early; consequently,
informal checks by supervisors often follow. This led one
data collection manager to comment that their APC sys-
tem “mostly tells us what we know already.” Passengers
and operators, however, tend to focus more on the excep-
tions than on the average performance. Operators will of-
ten say nothing if the scheduled running time is too gen-
erous (although patrons sometimes complain if they see an
operator obviously killing time). Formal means of data
collection are therefore important.

WMATA’s ride check program rotates over the routes,
analyzing each trip in the daily schedule for one route before

proceeding on to the next. After a route has been checked,
a route running time analysis is performed. Depending on
checking resources, each route’s weekday schedule is
checked every 12 to 18 months. The ride check summary
(Table 12) combines in one report information on running
time, schedule adherence, and ridership. On the left is
shown, by trip and timepoint, the scheduled versus actual
arrival time, the ons and offs since the previous timepoint,
and the peak load within the segment since the previous
timepoint. On the right is shown, by trip and by segment
as well as for the entire route, the scheduled versus actual
running time. The summary at the bottom of the page in-
corporates the trips listed on the page. Analysts can exam-
ine these results to decide whether the scheduled running
time should be modified. Displaying load and schedule
adherence alongside running time helps the analyst decide
whether an abnormal value of running time might have been
related to an abnormal passenger load. Not shown on the
report, but often added manually, are the boundaries be-
tween “running time periods,” that is, periods with



TABLE 11
TRANSFER CONNECTIONS REPORT
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TIDEWATER REGIONAL TRANSIT

CONNECTICNS AT DIRECT TRANSFER CENTERS
OCTOBER 1997

CHESAPEAKE

20th & Seaboard
Routes #6. #13. Maxi

Scheduled|Observed| Total Transferring |Trips % Connecting
Date Meets Trips Passenger |Passengers |Connecting |Trips
01-05-93 24 87 2.234 80 83 95%
06-28-94 24 87 2,299 84 84 97%
06-26-95 24 86 2,437 114 85 99%
07-08-96 24 86 4,011 105 85 99%
06-09-97 24 87 6,000 142 87 100%
Chesapeake Square
Routes #44, #61

Scheduled|Observed| Total Transferring |Trips % Connecting
Date Meets Trips Passenger |Passengers |[Connecting |Trips
10-02-97 10 23 880 13 21 91%

NORFOLK

Elm Street Direct Transfer Center
Routes #3, #8, #9, #15, #61

Scheauled|Observed| Total Transferring |Trips % Connecting
Date Meets Trips Passenger |Passengers |Connecting |Trips
04-28-93 24 165 5,286 455 161 98%
06-09-94 24 168 5,630 673 159 95%
06-15-85 24 174 8,279 665 163 94%
07-02-96 24 174 7,742 655 170 98%
06-11-97 24 188 7,897 514 189 100%

Source: Tidewater Transportation District Commission.

constant scheduled running time. Schedule makers can
modify scheduled running times in three ways: (1) by
modifying the running times for a given period, (2) by
changing the boundary between running time periods, or
(3) by splitting a running time period into two or more
running time periods.

Other helpful analysis features included in the reports
of various agencies were summaries of observed running
time by schedule period including mean, standard devia-
tion, minimum, and maximum values both by segment
and overall. Standard deviation is a helpful measure for

determining 85 percentile running times (the 85" per-
centile can be approximated by the mean plus one stan-
dard deviation), which may be used for determining nec-
essary layover or, at an agency with strict schedule
adherence control, scheduled running time.

Because they use APC data and therefore have many
days of observations, the running time analysis done by
OC Transpo shows a distribution of observed running
times. An example in which trips are aggregated by the
hour of the day is shown in Table 13. In addition to the
distribution, summary statistics include mean, median,
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TABLE 14
OBSERVED LAYOVER REPORT

REPORT 7 ~ RIDING COUNT TIME LAYOVER - TRIP DETAIL - RCTMELO
1014 MON FEB 02 98

ROUTE: - 95 YORK MILLS COUNT :
BRANCH: ALL
1 VICTORIA PARK AT PARKWOODS
2 LOOP (GO STN) AT LAWRENCE AVE E
3 LOOP (CUL DE SAC) AT ELLESMERE RD
5 LOOP (GO STN) AT LAWRENCE AVE E .
6 LOOP (CUL DE SAC) AT ELLESMERE RD
MINOR DELAYS.

SC: 17
DS CONT START END EAST
RUN CD TIME OR TIME TIME END
1 2 04:41 E 04:41 04:57 :12
05:56 W 05:09 05:56
06:05 E 06:05 06:57 112
1 5 08:04 W 07:09 08:04
08:08 E 08:08 09:06 212
1 2 10:19 W 09:18 10:19
10:23 E 10:23 11:14 : 06
12:14 W 11:20 12:14
12:17 E 12:17 13:14 :03
14:12 w 13:17 14:12
14:16 E 14:16 15:14 :02
16:14 W 15:16 16:14
1 1 16:16 E 16:16 16:46 :01
17:03 w 16:47 17:03
17:05 E 17:05 17:26 :01
17:46 W 17:27 17:46
17:49 E 17:49 18:11 :01
18:34 w 18:12 18:34
18:37 E 18:37 18:59 :02
19:23 w 19:01 19:23
1 2 19:26 E 19:26 20:05
2 6 04:44 E 04:44 04:53 :07
05;44 W 05:00 05:44
2 2 05:52 E 05:52 06:45 :10
2 5 07:52 W 06:55 07:52
07:57 E 07:57 08:57 :05
2 2 09:58 W 09:02 09:58
10:03 E 10:03 10:55 :06
11:57 w 11:01 11:57
12:03 E 12:03 13:01 :02
14:01 W 13:03 14:01

REPORT PRODUCED:

PAGE: 1
(FROM 04:00 TO 31:00)

YORK MILLS AT
YORK MILLS AT SUBWAY
YORK MILLS AT SUBWAY
YORK MILLS AT SUBWAY
YORK MILLS AT SUBWAY

SUBWAY STATION

STATION
STATION
STATION
STATION
13.03.44 ON: DEC 22 98

WEST I
END R

. 1
: 09

:04

:04
:03
: 04

:02

:02
:03
:03
:03

:08

:04

*# | AYOVER 10 - 60 MINUTES
LAYOVER GREATER THAN 60 MIN IGNORED

Source: Toronto Transit Commission.

and standard deviation of running time, which can be
compared with the scheduled time (averaged, if need be,
over the scheduled trips in the hour).

The TTC does an analysis of layover (Table 14). This
report is a simple listing of the layovers observed in a day’s
ride check. Layovers of 10 minutes or greater are flagged.

With three-quarters of the responding systems relying
exclusively on traffic checkers to measure running time,
the cost of getting an adequate sample for statistical
analysis is prohibitive for most agencies. Running time
and layover decisions are instead based on a very limited
sample, relying on feedback from operators, patrons, and
schedule adherence checks to indicate when the scheduled

running time might need adjustment. One respondent said
that although his agency’s ideal is to use 85 percentile
running times, they often have too little data to do more
than “eyeball” what that value might be. Reliable estima-
tion of running time variability requires a sample size of
at least 30 observations, preferably more, spread over
many days. The ability to collect this type of information
is one of the advantages of automatic data collection
equipment such as APCs, AVL, and trip time analyzers,
discussed in the following section.

TRIP TIME ANALYSIS

Trip time analyzers record events such as starting, stopping,
and opening doors to determine trip time components,



TABLE 15
TRIP TIME ANALYSIS REPORT
PROCESSED: 98-06-01 12:36:30 AUTOMATIC PASSENGER COUNTING SYSTEM PAGE 1
REFERENCE ; 422133 REVENUE TIME UTILIZATION
From Stop: CF630 - BANK HOLMWOOD FS Perjiod: 97-09-02 ¢t 7-12-
To Stop: CALO0 - BANK SLATER NS bay Type: WEEKDAY °? 20
Route: 1 8S0UTH KEYS-DOWNTOWN/CENTREVILLE Time: 06:31:00 - 09:30:00
Average
Time
per
Trip Std % of
Minutes Dev Time
Moving between stops 4.79 53.80
Stop and go time 0.46 0.9 5.16
Idle time 0.08 0.2 0.93
Dwell time 1.21 0.7 13.56
Excess time 2.37 0.9 26.55
TOTAL 8.91 1.6 100%
Layover time 0.00
Average sched time per trip 13.17
Total distance (KM) 2.38

Average Moving Speed (KM/HR)
Average Total Speed (KM/HR)

Total Trips Captured

Source: Ottawa—Carleton Regional Transit Commission.

such as time in motion and time delayed in traffic. Al-
though ride checkers often note some information about
general or special traffic conditions, trip time analyzers
give far greater detail. The extra detail and larger sample
size can help pinpoint where schedule adjustments and
traffic engineering improvements are needed. Trip time
analyzers are especially valuable in giving an agency
feedback as to whether schedule adjustments or traffic
engineering improvements were successful. Although trip
time analyzers can be based on manual observation (e.g.,
the Volvo Traffic Analyzer, popular in the late 1970s and
early 1980s, relied on a hand-held device), automatic
event recording equipment is preferable because it affords
a much larger sample size.

One drawback to basing scheduled running time simply
on observed running time is that operators, conscious of
being observed, may be trying to keep to the existing
schedule. This introduces some bias during manual data
collection. Furthermore, even with automated data collec-
tion, operators may be killing time to prevent running
carly and, therefore, some of the observed running time
may not be needed. Unless these intentional delays can be
identified, it becomes hard to recognize when a route's
scheduled running time is too great.

OC Transpo’s APC system features trip time analysis.
Data from observed trips are stored in a database, allowing
users to do analyses for any specified route segments ag-
gregated over selected dates and periods of the day. An
example report (Table 15) shows that trip time is divided
into five components. Two measures of speed, one of
which counts only the time in which the bus is moving,
are also calculated.

The trip time analysis program used by the Hermes Bus
Company in Eindhoven, The Netherlands, is called Tritapt
(Trip Time Analysis for Public Transport) and was devel-
oped at the Delft University of Technology (30). It ana-
lyzes event records made by on-board computers supplied
by Peek Traffic, reducing them to five trip time compo-
nents that are stored in a database. The user can perform
an analysis on any set of trips and days.

One of Tritapt’s trip time components is “control time,”
defined as time spent at stops beyond the necessary dwell
time. This is assumed to be extra time spent at a stop to pre-
vent the bus from departing ahead of schedule. In its reports,
“net traject time” is trip time excluding control time,
meant to reflect the time actually needed to perform a trip.

Tritapt’s schedule adherence report (Figure 4) shows
schedule deviation along a route/direction by stop. (In
Europe, it is customary for every stop to be a scheduled
timepoint.) The user selects the period of the day and
dates to be included in the analysis. Stops, with abbrevi-
ated names such as NS and GL, are shown on the horizon-
tal axis, and schedule deviation in minutes appears on the
vertical axis. Positive values indicate late departures,
negative values early departures. The format in Figure
4(a) has a broken line for each selected trip; in the present
example, 260 trips were selected. As the number of se-
lected trips increases, the broken lines become too clut-
tered, and a different format [Figure 4(b)], presents sum-
mary statistics: mean, minimum, maximum, and 15- and
85-percentile schedule deviations at each stop.

The schedule adherence report is useful for measuring
the quality of the schedule and of the service, When the
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mean schedule adherence at a single stop is far from zero,
that indicates a need to adjust the scheduled departure
time from that stop. Large variations in schedule adher-
ence can indicate the need for better control (e.g., not al-
lowing early departures) and for traffic priority measures.
If the mean schedule deviation increases as one reads from
the start of the route to the end, that indicates that the
schedule does not allow enough running time; a gradually
decreasing schedule deviation indicates that the allowed
time is too generous, and the operators may be compensat-
ing by beginning their trips late. The transit agency can
use such a report to see whether schedule adjustments,
changes in control, and traffic engineering improvements
have brought schedule deviations into the desired range,
say, 0 minutes early to 2 minutes late.

The need for traffic engineering attention is shown by
an analysis of delays between stops (Figure 5). The
graphical representation shows a hairline for each obser-
vation, as well as mean and 85 percentile values by stop.
Tritapt defines delay as time spent stopped or at a speed of
less than 5 km/hr, excluding time at a bus stop.

Other Tritapt analyses suggest changes in scheduled
running times. The report shown in Figure 6 projects
mean, 85 percentile, and maximum observed net traject
time for each scheduled trip over a user-defined set of
days. Because agency policy is to use 85 percentile run-
ning times for scheduling, an algorithm groups the trips
into periods of the day in which the 85 percentile net tra-
ject time is relatively constant and suggests this time as
the scheduled running time for that period of the day.
Another analysis (Figure 7) shows, for a given period of
the day, what the scheduled segment running times should
be to satisfy a feasibility criterion—that the time allowed
from a stop to the end of the line should be enough to
complete the trip on time 85 percent of the time, based on
a procedure described by Muller (31).

Some of the large scheduling software packages, in-
cluding Hastus and Trapeze, have recently introduced trip
time analysis modules based on event data from APC sys-
tems or timepoint data from ride checkers. Because they
integrate performance data with schedule data, these
modules easily do schedule adherence analysis and running

Individual delays between stops, mean, 85%

Company: Route: 01 Departure times  Dates: 1998/07/13 until 1998/08/03  Trips scheduled: 292
hermes from: Station NS  from: 00:00 Mon Tue Wed Thu Fri Sat Sun Total  Trips used: 256 (88%)
min line: 001 to: Castilielaan  until: 30:00 4 0 0 0 00 O 4 Trips canceled: 5( 2%)
5
4
3
2~ e ]
1 =
:.”' —
s [yepaant '.'.775"—’
A4 | NN |
0 KK PR T ™K Stop
NS Sw DH CL CL

FIGURE 5 Delays between stops report (Hermes, Eindhoven) (Copyright Theo Muller, TU Delft).
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Suggested periods based on observed net traject times (tolerance = 90s)

Company: Route: 01 Departure times  Dates: 1998/06/15 until 1998/08/17 Trips scheduled: 2664
hermes from: Station NS  from: 00:00 Mon Tue Wed Thu Fri Sat Sun Total  Trips used: 2271 (85%)
line: 001 to: Castilielaan  until: 24:00 10 9 9 9 0 0 0 37  Tripscanceled: 7{ 0%)
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FIGURE 6 Identification of periods of homogeneous net trip time (Hermes, Eindhoven) (Copyright Theo Muller, TU Delft).

time analysis. They allow results from running time
analyses to be fed easily back to the scheduling system if
the analyst wishes to change the scheduled running time.

In North America, only agencies with APCs have been
doing any significant trip time analysis. Recent generation
AVL systems, which include event recorders and methods
for determining location between polls, may begin to fol-
low suit. The availability of trip time analysis software
may encourage agencies without APCs to invest in trip
time analysis hardware, either as part of an AVL system or
standing alone for off-line analysis only.

ROUTE ECONOMIC PERFORMANCE COMPARISON

Most transit agencies calculate economic performance in-
dicators for each route. Most performance indicators are
productivity or cost recovery ratios, comparing a measure
of output to a measure of input, or comparing revenue to
cost. Of 19 responding agencies, 7 report route productivity

each month, 5 report each quarter, 1 reports twice a year,
and 6 report once a year.

Many of the inputs for these analyses, such as vehicle-
hours per route, come from the scheduling system. The
chief input from the agency’s data collection program is
route-level ridership. Route-level revenue appears in many
reports as well. In some cases it is simply determined from
ridership. using an average fare factor; in other cases a
more detailed estimation is made based on route-level rid-
ership by fare category. Other inputs taken from the data
collection program at various agencies include passenger
miles and peak loads.

The data system used to calculate performance indica-
tors thus draws input from both the scheduling system and
the data collection program. Recently installed scheduling
systems are almost all PC-based, although some agencies
are still using systems on mainframe computers. In either
case, most scheduling systems are capable of producing
reports that list the desired inputs (e.g., vehicle miles) by



Passing moments (Feasibility = 85%, net time = 20:10 minutes)

Route: 01
from: Station NS
to: Castilielaan

Departure times
from:
untit:

Company:
hermes

line: 001 4

30:00

507 603 7:28 10:08

Dates: 1998/07/13 until 1998/08/03
00:00 Mon Tue Wed Thu Fri Sat Sun Total
0

Trips scheduled: 292
Trips used: 260 (89%)

0O 0 00 O 4 Trips canceled: 1( 0%)
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FIGURE 7 Suggested stop to stop scheduled running times (Hermes, Eindhoven) (Copyright Theo Muller, TU Delft).

route in a standard format that can then be downloaded
into the database used to calculate the performance
indicators. The data system used to calculate route
performance indicators is sometimes separate from that
used for ridership and other collected data. A spread-
sheet or simple database program is sufficient for calculating
and reporting performance indicators. Its inputs come from
reports generated by both the ridership database and the
scheduling system. This transfer is often partially automated,
that is, the performance indicator database can read an input
file produced by the ridership or scheduling database.
However, at many transit agencies, inputs are still keyed
in manually from printed reports.

More often, the performance indicators are calculated
using the data system that holds route-level ridership data,
making data transfer from the ridership database unneces-
sary. The desire to calculate performance indicators is one
of the motivations for transferring farebox data—often the
main source of route-level ridership and revenue—from its
proprietary database to a more flexible, open database.

Although many route-level economic performance in-
dicators have been proposed and used, there is no uniform
agreement across agencies for any particular set of indica-
tors. In addition, although a review of all the various indi-
cators that have been used or proposed is beyond the scope
of this report, some example reports will be presented that
illustrate this kind of analysis.

An example performance indicators report is shown in
Table 16. This example, from the Kansas City Area
Transportation Authority and developed on a spreadsheet,
uses inputs keyed in manually from farebox system reports
(boardings counts by route and by fare category), the
scheduling system (pay hours and vehicle miles), and pass
sales. It determines average revenue per passenger for
each route by allocating cash revenue over the routes in
proportion to registered cash fares, and by allocating pass
sales revenue in proportion to registered pass use. Simple
formulas are used to calculate direct cost (called variable
cost at some other agencies) for each route. Three perform-
ance indicators are calculated for each route: direct cost
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TABLE 17

ROUTE ECONOMIC PERFORMANCE COMPARISON REPORT: COMPOSITE RANKING

LYNX
Route Performance
April 1998 : Overall
$ Subsidy/ Passengers/ Passengers/ Passengers/ % Farebox Composite
Link # Passengeyr Tripg Revenue Hour  Revenue Mile Return Rank
08 0.58 50.87 2 41.47 4 3.03 5 46.59 1 1
04 0.67 52.22 1 36.07 5 2.50 12 44.38 3 2
48 0.55 3099 11 41.88 2 2.79 9 44.96 2 3
49 0.58 3026 13 41.49 3 3.19 4 42.72 4 4
20 0.75 36.58 7 35.16 7 2.84 7 37.34 6 5
25 0.74 35.93 8 35.99 6 268 11 36.70 7 6
28 0.77 2479 19 33.85 9 2.82 8 37.99 5 7
22 0.83 2092 27 34.00 8 3.52 2 33.19 11 8
07 0.89 24.74 20 32.18 I 2.93 6 33.13 12 9
4] 1.09 50.20 3 26.74 17 1.77 21 3411 10 10
19 0.92 18.46 30 3109 12 3.44 3 31,10 14 11
Source: LYNX, Orlando, Fla.
TABLE 18
WATCH LIST: ROUTE WITH SUBSTANDARD ECONOMIC PERFORMANCE
EXHIBIT1 BUS ROUTE WATCH LIST MARCH, 1996
ROUTES TARGETED FOR REVIEW BY DAY TYPE
Routes with stars have appeared on the weekday watch list for at least 7 of the previous 8 performance reports.
WEEKDAY SATURDAY SUNDAY
Bottom < 52% Bottom < 52% Bottom < 52%

ROUTE  NAME 20% VCR 20% VCR 20% VCR

7 HARRISON X X X

8A SOUTH HALSTED X

10 MUSEUM OF SCIENCE & INDUSTRY X X

11 LINCOLN X

15 * SHOPPERS LOOP X X

16 * LAKE STREET X X X X X X

17 WESTCHESTER X

18 * 16 TH/18TH X X X X X

23 WASHINGTON EXPRESS X

24 * WENTWORTH X X X X

25 WEST CERMAK X X X

27 SOUTH DEERING X

30 * SOUTH CHICAGO X X X X X

31 * 31ST X X X X

32 * WEST 31ST. X X

Source: Chicago Transit Authority.

per passenger, subsidy per passenger, and cost recovery
(revenue divided by direct cost).

With routes ranking differently according to different
performance indicators, some agencies have developed a
formal method of combining results from different indica-
tors. An example, taken from Orlando’s LYNX (the Cen-
tral Florida Regional Transit Agency) and shown in Table
17, shows each route’s rank with respect to four indica-
tors, from which a composite ranking is determined.

Routes are listed by composite rank, with the bottom
quartile noted. This report is generated from a custom-
programmed Foxpro database on a PC, which combines
farebox data extracted electronically from the GFI farebox
system, traffic checker data uploaded from hand-held de-
vices, and data extracted from the scheduling system.

Looking at historical rankings provides an additional
dimension for analysis. A monthly report from the CTA
(Table 18) is the “watch list”—routes whose cost recovery



TABLE 19
ROUTE SCHEDULE ADHERENCE COMPARISON
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To: All Concerned
From:
Subject: ON-TIME PERFORMANCE

Date: 1/22/98

Don Larson, Traffic & Schedules Office Manager

Listing below are the on-time performance figures by line which were checked in th

month of April, 1997.

DIV. LINE No. Trips No. Trips Percent
No. No. Counted Sharp Late OnTime On Time
2 7 Solano & The Alameda 61 5 22 34 55.7%
2 12 Piedmont & Linda 75 1 12 52 69.3%
2 43  First Ave. & E14th St 84 1 28 55 65.5%
2 43 Solano & The Alameda 106 5 30 71 67.0%
4 40  First Ave & E.14th St. 104 1 34 69 66.3%
4 57 Fruitvale & MacArthur 112 5 24 83 74.1%
4 58 Fruitvale & MacArthur 103 13 20 70 68.0%
2 59 Piedmont & Linda 68 13 7 48 70.6%
3 72 BART/Del Norte 151 17 50 84 84.4%
3 73 BART/Del Norte 56 5 19 32 57.1%
4 124  Fruitvale & MacArthur 72 4 12 56 77.8%
SYSTEM TOTAL 992 80 258 654 65.9%

PERCENTAGE 100% 8.1% 26.0% 65.9%

Source: AC Transit, Oakland, Calif.

is either below a standard or ranks in the bottom 20 per-
cent for their route type. A special mark indicates routes
that have appeared on the watch list in at least seven of
the last eight performance reports. This report is produced
on a mainframe using software developed in-house, using
data extracted electronically from the GFI farebox system
and from the scheduling system.

In recent years there has also been a trend toward
monitoring operational performance or service quality
measures such as on-time performance, crowding, or op-
erational speed at the route level. OQur survey did not un-
cover any examples in which such measures are being re-
ported alongside economic performance measures.
Single indicator reports were common, for example, a
comparison of routes in schedule adherence. A monthly
report shown in Table 19 from QOakland’s AC Transit
shows schedule adherence for the routes checked that
month. This report is prepared manually, based on point

checks, by extracting summary data from the EZdata
database, which processes checks made with hand-held
devices.

SYSTEM-LEVEL SCHEDULE ADHERENCE

Many wransit agencies monitor operations and service
quality by measuring schedule adherence at the system
level. Of course, knowing route-level schedule adherence
is more valuable because it can better indicate where im-
provements are needed and can always be aggregated to
yield a system-level estimate. However, the number of
observations needed to reliably estimate schedule ad-
herence for every route—at least 100 per route—is pro-
hibitive for agencies without automatic data collection.
Recording several hundred observations across the entire
system is, by contrast, much more achievable, even with
manual observation.
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TABLE 20
SYSTEM-LEVEL SCHEDULE ADHERENCE REPORT

EIERCES
TRANSIT

Performance Summary

for January, 1998
On-Time Performance
Wednesday, February 25, 1998 Page 1
System-Wide On-Time Performance
Early On-Time Late
3+ 2 1 1 23 4 5 6 7+
All Trips 0 0 2 154 46 .12 3 4 4
Percent 0.89% 94.22% 4.89%
On-Time Performance By Area
Early Late  On-Time %Early  %Late %On-Time
Central 1 4 93 1.02% 4.08%  94.90%
Commerce 0 1 13 0.00% 7.14% 92.86%
East 0 1 14 0.00% 6.67%  93.33%
North 0 2 43 0.00%  4.00%  96.00%
Northwest 1 0 5 16.67%  0.00%  83.33%
Olympia 0 0 0
Seartle 0 0 0
Southwest 0 3 39 0.00% 7.14%  92.86%
2 11 212 0.89%  4.89%  94.22%
On-Time Performance Time of Day
Early Late  On-Time %Early %Late %On-Time
Morning 0 0 1 0.00%  0.00% 100.00%
AM_Peak 1 2 26 345%  690%  89.66%
Mid_Day 0 1 89 0.00% 1.11%  98.89%
PM_Peak 0 6 56 0.00%  9.68%  90.32%
Evening 1 2 40 233%  4.65%  93.02%
0 0 0
2 11 212 0.89%  4.89%  94.22%

Source: Pierce Transit, Tacoma, Wash.

Some transit agencies assume an informal approach,
taking schedule adherence observations as they come, so
to speak. For example, street supervisors may make
schedule adherence checks when they have free time or
schedule adherence observations may be part of data

collection activities undertaken for another primary pur-
pose. These observations are all collected to determine the
percentage of trips that were on time. It is impossible to
assign a level of accuracy to such an estimate, for while
the sample size may be great, the selection is certainly not



random, and there tend to be numerous biases in such an
estimate,

A few agencies take a more deliberate approach to sci-
entifically estimating schedule adherence. Tacoma’s Pierce
Transit (Table 20) randomly selects 220 trips per month
for schedule adherence checks. Street supervisors build
their work schedules around these checks. If the level of
punctuality is such that 90 percent or more of the trips are
normally on time (as is the case at Pierce Transit), this
size sample provides a margin of error of +4 percent at the
95 percent confidence level in the estimated fraction of
trips that are on time, carly, or late. A breakdown is also
given for different parts of the service area and for differ-
ent times of day. This report is produced on a PC using a
Paradox database. The street supervisor data are keyed in.

Other agencies take an intermediate approach, doing
dedicated schedule adherence checks, but sampling in
such a way that it is difficult to determine the accuracy of
the estimate. For example, it is natural to concentrate the
checks, having a stationary observer observe all the trips
passing a point for 1 or 2 hours. Of course, they are not
independent observations and the effect of the cluster
sample on accuracy is not usually assessed.

GEOGRAPHIC ANALYSES

Some scheduling and planning applications call for analy-
ses by location based on data from all the routes serving
that location. These analyses require data from all routes,
coded and structured in a way that reflects, at least
some degree, the underlying geography.

The simplest data structure is for every physical bus
stop to have a unique identity and for each route’s stop list
to point to the physical stops. This kind of data structure
allows for analyses to be focused on a single physical stop
or a group of stops. Several responding agencies do this
type of analysis. For example, Table 21, taken from Seattle
Metro’s APC system, is a stop activity or screenline report
showing passenger and vehicle activity (ons, offs, passen-
ger volumes, vehicle passage) at a given stop, including
all routes serving that stop. Table 22, from OC Transpo’s
APC system, shows a report of passenger activity in an
“area,” meaning a user-defined group of stops. The “area”
can be defined to correspond to a traffic analysis zone used
in metropolitan transportation planning analyses, enabling
the agency to estimate transit’s share of trips from the
zone. Similar reports are also used at agencies that rely on
manually collected data.

Truly geographic data structures and analyses are just
beginning to see application in monitoring and operations
planning at transit agencies. (The use of GISs for long-
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range planning is common, but these applications do not
usually use service-monitoring data, such as passenger
counts, and are usually functionally separate from service
monitoring and operations planning.) In a truly geo-
graphic data structure, not only are routes linked to physi-
cal stops, but the physical stops are linked to geographic
coordinates. This data structure permits integration with
other databases using the same geographic coordinates,
such as street maps, census files, land-use maps, and
transportation planning files.

Five of the 20 responding agencies have some connec-
tion between their service monitoring data and a GIS, and
a sixth is expecting to be using a GIS soon. One advantage of
the GIS is that it can enhance standard reports by showing a
geographical dimension. An example is the route load pro-
file superimposed on a street map shown in Figure 2.

More importantly, the GIS facilitates analyses that in-
volve a geographic dimension that would be far more dif-
ficult to do without geographically based data. Some of
these analyses have traditionally been part long-range
planning, even though they have applications to short-
range service changes as well. An example is the calcula-
tion of an accessibility index, such as the fraction of the
population living within 0.5 mile of a transit stop, which
can be affected by a route extension or other route change.
Another example is calculating the population living
within 0.5 mile of a proposed new route. These examples
do not make use of ridership data, and many transit agencies
have institutional arrangements in which such GIS analyses
can be performed by the regional planning agency.

GIS databases that incorporate traditional ridership
data are still in the early stages of development. One such
system, mentioned earlier, is the experimental MADCADD
system, used in four Canadian cities. The Trapeze and
Hastus scheduling systems have recently introduced geo-
graphically based modules for analyzing ridership data.
Examples of geographically based analysis using ridership
data include summarizing boardings in an area of interest,
calculating passenger and bus volumes across a screenline,
and calculating boardings per thousand residents within
0.25 mile of a stop or a line. Although the GIS capabilitics
of these modules are limited, that they can be included as
part of a scheduling package procurement or upgrade
makes it easier for many transit agencies to acquire a geo-
graphic ridership analysis system.

Tracking passenger trips beyond the route level—to es-
timate an origin/destination (OD) matrix or transfer vol-
umes—is important in long-range planning, but still lies
outside the realm of routine passenger data collection. (An
exception is the transactional farebox, which may be able
to track route-to-route transfers and individual travelers’
trip patterns over varying lengths of time.) This type of
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Seattle Express Northbound Peak* Coach Loads
Dec. 1997 thru Apr. 1998
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FIGURE 8 Ridership trends report: route level (Pierce Transit, Tacoma, Wash.).

data is particularly valuable for geographic analyses that
transcend the route level and may be in greater demand as
the GIS becomes a more common tool in planning and
service monitoring. Example analyses might include deter-
mining the impact on transferring passengers of schedule
changes, estimating the number of passengers that might be
diverted to a new route, or analyzing the impact of a fare
policy change involving transfer charges or distance-based
fares. Some of these analyses, such as using routine pas-
senger counts to update a transit OD matrix, will require
the development of new estimation methods.

HISTORICAL ANALYSES

Analyses showing historical trends in system or route pa-
tronage or performance are useful for many reasons. To do
a historical analysis, a database must either keep data over
a long period of time or make and store relevant data
summaries before old data are removed. Standard business
software (spreadsheets, databases) can be used to prepare
this type of report in a variety of formats.

Historical ridership reports at both the system and the
route level are common. Figure 8 is an example of a graphi-
cal report from Tacoma’s Pierce Transit of ridership on the
Seattle express route showing the load distribution over 5

months. This report is produced from an RBASE database
using data extracted from the GFI farebox system.

Tracking ridership changes on routes with service
changes is a particularly critical analysis. A report for
Norfolk’s Tidewater Transit (Table 23) is an ad hoc report
from a PC database summarizing ridership changes in
meaningful ways—for example, by community, route type,
and by routes affected by a road construction project. The
database takes information from ride checks recorded us-
ing hand-held devices, the scheduling system, and the GFI
farebox system. Tidewater Transit is now developing a more
integrated Oracle database that will more easily combine data
sources. This example underscores the value of a flexible da-
tabase that allows users to query and develop reports re-
sponding to nonroutine as well as routine situations.

Changes to a route’s layout or schedule can complicate
some historical analyses, such as historical trends in run-
ning time or in trip-level ridership. The simple solution is
to allow such analyses only as far back in time as the
routing and/or schedule is unchanged. More complex so-
lutions require some modeling assumptions. However,
even the simple solution requires some intelligence on the
part of the database to recognize when routing and
schedule changes occurred and to know for which analy-
ses data from changed routes may or may not be admitted,
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CHAPTER SIX

CONCLUSIONS

A wide variety of types of analyses are being done in
transit agencies in support of operations planning, schedul-
ing, and service-monitoring functions. This synthesis docu-
ments common analyses performed at the system level and
at greater levels of geographic and time detail.

In addition to documenting typical analysis methods

and reports, specific conclusions of this synthesis are as
follows:

With proper attention, measurement error can be
controlled. Although some data sources present
greater challenges to the recording of accurate meas-
urements than others, measurement error can be re-
duced to acceptably small levels with the appropriate
effort. Errors stemming from operator failure—
primarily a problem with electronic farebox counts—
can be controlled if data are regularly screened, feed-
back is given promptly within the standard channels
of discipline and retraining, and with the cooperation
of managers in the transportation and maintenance
departments. Errors stemming from equipment mal-
function—primarily a problem with APCs, but with
other devices as well—can be controlled with auto-
mated screening of data and responsive hardware and
software maintenance. Errors in observing loads in
point checks can be controlled by regular testing with
feedback and retraining.

Automated data collection holds the key to doing sta-
tistically valid analyses of running time and route-
level schedule adherence. Agencies without auto-
mated data collection rely on very small samples to
estimate necessary running time and to monitor
schedule adherence. They compensate by relying on
subjective inputs such as operator and passenger
complaints and comments made by traffic checkers.
Agencies with automatic collection of running time
and punctuality data are able to perform objective
analyses of performance. These analyses give objective
guidance for needed improvements in scheduling, op-
erations control, and traffic engineering, and provide
feedback on the effect of such improvements.

By failing to capture location data for off-line analy-
sis, many automatic vehicle location systems miss an
opportunity to support off-line analysis of operations
data. Although off-line analysis of running time and

schedule adherence is less glamorous than real-time
displays of vehicle location, its importance for
scheduling and operations monitoring should not be
overlooked. Unfortunately, many existing AVL sys-
tems were not designed to capture data for off-line
analysis, and adding this capability to existing sys-
tems is often impractical. Part of the problem is that
off-line trip time analysis demands a different kind of
location accuracy than does real-time monitoring.
Agencies desiring to use AVL as a data source for
analyzing operations data must ensure that this ca-
pability is an essential component of the system design.
APC systems and trip time analyzers, which are custom-
arily designed exclusively for off-line data analysis,
usually provide more useful operations data than AVL
systems.

Statistical treaiment of estimates has not spread far
beyond federal mandates for NTD reporting. Based
on our survey of industry practice, the statistical pre-
cision of most ridership and operations measures is
unknown, and statistical sampling is not the norm ex-
cept for estimating system-wide annual boardings and
passenger miles for NTD reporting. Furthermore,
sample sizes with manually collected data are often
too small for estimates to have a reasonable statistical
precision, except for system-level measures. Con-
versely, there are numerous examples of statistically
valid sampling plans with manually collected data for
such varied uses as system-wide schedule adherence,
adjustment factors for farebox undercount, and average
trip length. Furthermore, where automated data collec-
tion systems measure data from every trip daily, statis-
tical estimation is unnecessary. Where automated data
collection systems are used for sampling—such as
when APC-equipped vehicles are rotated over the ve-
hicle duties in the schedule—Ilarger samples and bet-
ter statistical precision are obtained than with manual
data collection.

Industry practice is not yet mature enough in its de-
velopment of data systems for planning and service-
monitoring data. There are still a large number of
small, informal data systems such as spreadsheets in
use that require a good deal of manual data input and
intervention. Report formats that give the information
in the most useful, readable manner seem to be more the
exception than the rule. Many of the report formats



still look like outputs from 1960s mainframe pro-
grams, suffering from tiny print, clutter, vast empty
spaces, cryptic titles and legends, and absence of
graphics. Data transfers between data systems at
transit agencies—for example, farcbox, schedule, and
ridership data systems—often entail a good deal of
manual work, with output from one system sometimes
keyed into a second system. Some agencies are still
using old, inflexible data systems, sometimes on old
mainframe computers. Many agencies are in the process
of developing new data systems based on commercial
database software running on PCs, programmed by
users or consultants to produce desired reports. These
new data systems are designed to integrate data from
several sources. Several agencies have invested heav-
ily in the software needed to get data into a standard
format so that an interface can be made with another
system. It is worth noting that, with all of the software
development being done by and for agencies, no ex-
amples have been observed of one agency’s software
being shared with another agency.

The industry is migrating to general purpose data-
base packages for data analysis. Software packages
used by agencies to analyze transit ridership and per-
formance data can be divided into three groups: (1)
general purpose database and spreadsheet software,
(2) custom software, and (3) software supplied to sup-
port a particular data collection device. Custom soft-
ware appears to be only a remnant of the mainframe
era and is being replaced. Software packages that
support devices have limited capability, because many
analyses require integrating data from different
sources. For example, all of the agencies with fare-
boxes responding to this study export farebox data to
their own databases because their analysis and report-
ing needs are beyond the capabilities of the farebox
data system. Almost all of the recent developments in
data analysis software have involved the use of gen-
eral purpose, commercially available database packages
on PCs (sometimes networked). Agencies are converting
from both custom software on mainframes and from
less powerful software on PCs. General purpose data-
base packages have low cost, give the agency a wealth
of modern tools, and are readily updated as software
tools advance. These databases are flexible, allowing
the agency to tailor its database structure to its data
types and its report formats to its reporting and
analysis needs. However, adapting general purpose
database software for receiving and analyzing transit
data requires expertise that is not available at many
transit agencies.

Although route-level analyses of ridership are well
developed, network-level and geographic analysis
methods are still in their infancy. Useful ridership reports
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are common at the route and subroute level with dif-
fering levels of time detail. In contrast, network
analyses and analysis methods based on geographic
areas are only beginning to appear. This difference
stems from factors related to both data collection and
database structuring. Route-level data collection is
easily conducted by following the vehicles serving a
route, although passenger travel patterns beyond in-
dividual routes (e.g., transfer patterns and origin-
destination information) are not captured by typical
data collection practices. Also, storing and analyzing
data by route requires a much simpler data structure
than that required by network analysis. In addition,
geographic analyses require that data be coded with
geographic coordinates with a common reference
system. Although geographic data systems for long-
range planning are well developed, geographic data
systems that accept routine ridership data (e.g., ride
checks and APC counts) as input are still in the ex-
perimental stages of development.

Commercially available data systems for transit rid-
ership and operations data analysis may play a role
in advancing industry practice in data analysis. His-
torically, the only commercially available software
specifically for transit data analysis has been software
tied to a specific data collection device. However, new
products that are not tied to particular data collection
devices are being developed by suppliers of schedul-
ing software and by university research centers. These
new products have strong database capabilities, and
some have geographic databases that permit higher
levels of data integration and analysis. For agencies
that lack the expertise to develop their own modern
data system based on a general purpose database, a
commercially available product structured for transit
data may meect the need for improved analysis capa-
bility. Even at agencies with a modern database sys-
tem, a commercially available product with geo-
graphic capability may be preferred to the custom
modification of a GIS. Whether these and other simi-
lar new products will prove successful is yet to be de-
termined and will depend on their quality, flexibility,
ease of use, price, and adaptability to the needs of
different transit agencies.

Based on the findings of this study, the following issues

seem promising for further research:

Research into standard data definitions and interfaces
may simplify efforts to integrate data from different
sources. Closed and inconsistent data structures in
proprietary data collection systems makes integrating
data from different sources more difficult. The current
movement toward standard definitions and interfaces
in transit data, which is focused primarily on real-
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time data analysis, should be expanded to encompass
data used off-line. Research into data definitions and
data structures being used and/or needed on both sides
of the interface may lead to some recommended stan-
dards that will ease the flow of data between systems,
and may lead to a more competitive market for data
analysis products. Particular attention should be fo-
cused on data structures that will support the kinds of
geographic and network analyses desired by transit
planners. If industry concurs with the results of such
research, it could follow a course of officially defining
standards and requiring compliance with standards in
future procurements of data collection systems and
software.

Detailed case studies of a few advanced data systems
could serve as a model for transit agencies develop-
ing their own databases. It would be useful to profile
in detail a few recently developed data systems that
integrate several data sources using commercial data-
base software. These profiles might help guide similar
development efforts at other transit agencies. Impor-
tant facets of the study would be data structures,

algorithms used to automate the transfer of data from
other databases, algorithms used to screen and edit
data, and report formats. Likewise, it would be useful
to closely examine a few recently developed geo-
graphic databases using transit monitoring and plan-
ning data.

Research is needed (o clarify the costs and benefits of
trip time analyzers. There is an enormous gap be-
tween agencies that have very little operations data
and those with trip time analyzers that collect and
analyze information on every operated trip. Based on
the experience of European systems with event re-
corders on every bus and North American systems
with APCs on a fraction of the fleet, the uses and
benefits of a large sample of trip time data should be
further explored and compared with the costs of such
a system. Because many of the benefits of the addi-
tional data are related to their role in improving
service quality, the needed research must try to ac-
count for both the direct effect of data on service
quality and the indirect effect of improved service
quality on ridership and on operating efficiency.
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APPENDIX A

Questionnaire and Response Summary

Note: For some questions, agencies gave multiple re-
sponses, in which case the number of responses is greater
than the number of responding agencies. When no answer
is given, it is because answers were sparse and not suitable
for summarization.

1. Approximate size of active bus and trolleybus fleet:

150 to 250
500 to 900
1,000 to 1,300
1,500 to 2,000

N RO

2. Scheduling software supplier;

G/Sched

Hastus

Minisched, RUCUS
Trapeze

ANV A

Computer platform:

Mainframe 2
PC 14
Workstation 2

3. Does your passenger count or running time data in-
teract with a Geographic Information System either in
your agency or a cooperating agency (city, metropolitan
planning agency)?

Yes 7

4. Farebox vendor and year of latest software upgrade?

Cubic 2
Duncan 1
GH 13

Did you have the farebox software customized to en-
hance ridership data collection or reporting? If so, please
explain.

Yes 5

What is the finest level at which you routinely segment
your farebox data?

Trip 9
Hour 1
Route b)
Vehicle assignment 1
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Because ridership data from fareboxes depends heavily
on operator compliance, ridership data quality depends on
the commitment of the organization. Which statement best
describes the attention your organization pays to ensuring
quality of ridership data from fareboxes?

0 Farcboxes are used for revenue collection; passenger
counting is essentially ignored.
3 Ridership data are collected, but little attention is

given to enforcing data quality, so that the ridership
data can hardly be used by data analysts.

5 Some attention is given to data quality, but the data
cannot be used without detailed checking by the end
user, making use of this data source burdensome on
the analyst.

6 The organization is committed to providing data
analysts with good quality ridership data from the
farebox; end users can use the data, but must still be
wary because bad data occurs frequently.

2 The organizational commitment is very strong; the
data quality seen by the end users is as reliable as
data from traffic checkers.

If you choose either of the last two statements, please
describe the key aspects of the process by which good rid-
ership data from the fareboxes is assured.

Do you extract data electronically from the vendor’s
software system so that you can process it in a separate
data system?

Yes 10

If your answer was yes, what data system do you then
use for analysis and reporting farebox ridership data?

Commercial database
Own database
Spreadsheet
Statistical package

—_ N W

How many years of data is it designed to store?

Is this data system linked to your scheduling system
(e.g., in order to know the current trip list)?

Yes 2

5. How often do operators collect ridership data that is
entered into a computer database?

4 days/year, every route 1
24 days/year, every route 1
Every day, special routes only 2
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What data system is used, and on what computer plat-
form?

Commercial database, PC 1
Spreadsheet, PC 2
Statistical package, PC 1

Is the data system linked to the scheduling system (e.g.,
for knowing scheduled times)?

Yes 2
How many years of data is it designed to store?

6. Number or percentage of buses equipped with both
AVL and APC? with AVL only?

Manufacturer?

For buses with AVL only: can the AVL system analyze
data off-line (e.g., over the last month, X% of the trips on
route Y were on time)?

Yes 6
No 3

Who supplied the data system for data storage and re-
porting?

2 for APC, 3 for AVL
2 for APC, 4 for AVL

Our agency
Hardware vendor or 3" party

Is this data system based on a commercially available
database system?

Yes 7
No 2

If so, which one, and on which computer platform?

Is this data system linked to the scheduling system (e.g.,
for knowing route descriptions and scheduled times)?

Yes 6
No 4

How many years of data is it designed to store?

2 to 6 months
1 year
10 or more years

W W N

Who programs (or programmed) this data system to
produce reports?

Data users 6
MIS department 1
3 party 3

7. Traffic checker riding checks (with or without hand-
held-devices).

The regular sampling program, excluding special pro-
jects and requests, includes:

Dedicated Section 15
(NTD) sample of:
Weekday trips are checked:

(13 responses, from 205 to
550 trips/year)

(4 “as needed”; 9 between
0.33 and 2 times a year)

(4 *“as needed”; 4 between
0.33 and 1 times a year)

Weekend trips are checked:

Is the data routinely entered into a computer?

No 2
Via hand-held devices 7
Keyed in 8

What kind of database is used for riding checks?

Commercial database
Custom/specialized database
Spreadsheet

Statistical package

—_tn o

Is this data system/database linked to scheduling sys-
tem (e.g., for generating stop lists and knowing scheduled
times)?

Yes 8
Partially/working on it 3
No 4

How many years of data is it designed to store?

1to2
41010
No limit

RNV

Who programs (or programmed) this data system to
produce reports?

Data users
MIS or other department
Vendor or 3" party

th i O

8. Point checks made by traffic checkers or supervisors
(answer this section only if you have a regular program of
point checks, with or without hand-held devices. A “point
check” is data collection done at a fixed point by observ-
ing passing vehicles.) :

What is the approximate number of regularly checked
points in the data collection program?

13 t0 40
50 to 100
101 to 300

W W



How often are points normally checked?

Weekday peak periods 3 to 15 times/year (average = 6.1)
Weekday midday 0 to 12 times/year (average = 3.6)
Weekend: 0 to 5 times/year (average = 1.2)

For what purposes is point check data used?

Schedule adherence 100%
Passenger load 7%
Running time (multiple points) 46%
Transfer meets 8%

If you measure load, do you do it from outside or inside
the vehicle?

100% from outside.

Is the data entered into a computer?

No 4
Via hand-held devices 5
Keyed in 5

What kind of database is used for point check data?

Commercial database
Custom/specialized database
Spreadsheet

Statistical package

— ) W

Is the data system linked to the scheduling system (e.g.,
for knowing scheduled times)?

Yes 3
How many years of data is it designed to store?
Four responses: 2, 4, and 5 years, and no limit

Who programs (or programmed) this data system to
produce reports?

Data users 4
MIS or other department 1
Vendor or 3 party 2

9. Estimating annual unlinked trips and passenger
miles for the National Transit Database (Section 15) (for
U.S. systems only).

Do you use a method published by the FTA, or a cus-
tomized method?

Customized method 7
FTA Circular 2710.1A (direct expansion) S
FTA Circular 2710.4 (revenue based) 4

10. How frequently is system ridership reported to a
public body (such as a Board of Directors)?
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Weekly 1
Monthly (or 4 week period) 15
Quarterly 1
Annually 2

Do you report linked or unlinked trips?

Both 4
Linked 3
Unlinked 13

What estimation method do you use?

Estimate is based primarily on:

Farebox counts 12
Revenue 7
Operator trip cards 1

Do you specify statistically the level of accuracy of your
primary system-wide ridership estimates? If yes, what is
it?

Two agencies responded “Yes.” The only complete response was +5%
at 95% confidence level for annual linked trips.

11. Measurement error can be a concern for any data
source, but particularly for point checks (for passenger
load measurements), fareboxes (ridership data), operator
trip cards, and APC. Please answer the following ques-
tions for any applicable data source.

Please describe efforts made to verify and improve
measurement accuracy.

Do you find there to be a systematic undercount or
overcount? If yes, how great?

Undercount Average
Data source exists Doesn’t undercount
Farebox 5 1 8%
APC 3 0 6%
Point checks 1 ’ 3 2%
(load)
Trip cards 1 0 7%

To give an idea of the level of error in individual mea-
surements, please fill in the blank: 85% of the time the er-
ror is no more than % .

12. What is the primary data source for determining
passenger loads on routes and in periods in which the
scheduled headway depends on passenger volume?

Point checks 1
Ride checks

APC

Farebox counts

Operator trip cards

—_ N W o
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Other than farebox data, what is the typical annual
sample size (even if schedule changes are based only on
the last few months of data)? Every trip for the route-
period is observed about:

Once per year

3 to 4 times per year

6 times per year

10 to 15 times per year

W W Lh

When contemplating a headway change on a route is
the routinely available data usually adequate or do you of-
ten have to request special counts?

Routine data usually adequate 9

Often must request special

13. How many times per year does your transit agency
produce regular reports of:

-2 34 12
Route-level ridership 5 4 11
Route-level economic evaluation 7 b) 7

What is the primary data source for determining route-
level ridership?

Farebox counts 1

0
Revenue 1
Ride checks 5
Point checks 2
APC 3
Operator trip cards 2

14. What is the primary data source for determining
schedule adherence (underline appropriate)?

Supervisor point check 9
Other point check 9
AVL 4
Ride check 3
APC 2

For what scope do you report schedule adherence? How
frequently?

Annually  Quarterly Monthly  Unknown

System-wide only 4 3
Route or trip level, too 2 2 3 2

In reporting schedule adherence, a trip is considered
“on time” if it is no more than ____ minutes early, and no
more than minutes late,

Minutes
1 2 3 4 5 10
Early tolerance 9
Late tolerance 1 3 2 9 1

On routes with small headways, headway regularity is
sometimes a greater concern than schedule adherence.
Does your agency report a measure related to headway
(in)regularity?

Percent of headways within 1.5 scheduled headways 1
Mean, standard deviation, etc., of headway 1

Is your data collection program designed to meet a
standard level of statistical accuracy for the percent of
trips that are on time?

Yes 3

15. Does your agency’s program of monitoring running
time on existing routes include (check all that apply):

Periodic monitoring and reporting for all routes 8
Monitoring and reporting on routes when prompted by

a problem indicator such as poor on-time perform-

ance, customer complaints, or operator comments 19

What is the primary data source for determining run-
ning time?

Ride check 16
Multiple point check 8
AVL 3
APC 2

If there are periodic reports for each route, how fre-
quent are they?
Average 2.4 times per year (7 responses)
Does the running time analysis use statistical guide-
lines, such as using 85-percentile running times, or the 3

worst measured running time, or average running time
plus one standard deviation?

Yes 2
No 10
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