
~
~

~

Edward P. Buckley
B. Oelano OeBaryshe
Norman Hitchner
Preston Kohn

April 1983

DOT IF AA/CT -83/26

Document is on file at the Technical Center
Library, Atlantic City Airport, N.J. 08405

Tec"",cal Ce"ter
AtlantIc C.ry Alrco". N.J. 08405

~
~

U.S. Department 01 Transportation
Federal Aviation Administration



NOTICE

This document is disseminated under the sponsorship
of the U.S. Department of Transportation in the interest of
information exchange. The United States Government
assumes no liability for the contents or use thereof.

The United States Government does not endorse
products or manufacturers. Trade or manufacturers'
names appear herein solely because they are considered
essential to the objective of this report



T .chalcol M:eport Docu...ntatiOft Po,.
G...'-.ftl Acc...i.ft H.. Recipient', Cet.lo, No,I. Repor' No.

DOT/FAA/CT -83/26

.Ifepo" !)o'.
April 1983

I. Till. ."~ Subli!'.
f;1ETHODS AND MEAST!REMENTS IN REAL-TIME AIR TRAFFIC
CONTRnL SYSTEM SIMT~ATlnN 6. ..Io_i", Or,on; lotion Code

'I. P.rlor.i". Or,o,,; ..tio" A.port No

nOT/FAA/CT-R3/26

7. AUlhorl.J Edward P. Huckle:;t, H. Oelano IJeJiarysne,
Norman Hitchner,* and Preston Kohn.*

10. W." Unit No. (TRAIS)

.Controct or G;..., No.

9. P.rforini", 0"..;..'10" N_. ;;4 A44r...
Federal Aviation Administration
Technical Center
Atlantic City Airport. N.J. 08405

.T". of R.po" o"~ P.,io~ Cov.,.d

Technical Note

12. Sp_.O,i';, A,...c., N_. _4 A44,... ~

U.S. D~partm~nt of Transportation
Technical Center
Atlantic City Airport, N.J. 08405 '4. S,o".o'i"1 A,e"cy Code

15. S"ppI8 tOfY N~t *Computer Sciences Corporation

IV, A_.I.acI

The ma.ior purpose of this work was to asses dynamic simulat ion of air traffic
control systems as a technique for evaluating such systems in a statistically.sound
and ob;ective manner. A large set of customarily used me;t~ures based on tht. system
mission of safe. and expeditious mov~ment of air traffic was collected by the
computer generating the simulated traffic. The measures were collected rltlring
I-hour simulation exer~ises. These measures were apRlierl in two experiments
.involving controllers performing traffic control in single en route sectors, wit},
coordination with simulated adjacent sectors.

Two experiment,s h,aving many rt!plications were conducted. In add,ition to stud'iin~
the character1st1cs of the set of measurements, a second alm of. the flrst
experiment was to determine the effect on the measurement,c; of surrollnding
circumstances, specifically sector geometry and traffic rlensity. The results of
this experiment led to a de~ision to conduct a muc}, less complex experiment,
confined to only one sector and geometry but with more repetitions of l-hour runs
under the same circumstances. This enabled an examlnation of the use of
~ggregation of data to i~pro.ve reliability and the execution of a factor analysis
1n order to r~duce and ~lmpllfy the set of measures.

The factor analysis reduced the measure set to four factor scort!s. The study nf
aggregation of data led to the conclusion that four hours should be the minimum
data point basis. The data from the first experi,nent was then utilized to
cross validate the four factor structure Wh1Ch had been found. This
cro~s val.idation ,,!,as. rt!asonably successful. Th.e ,use of the four. factor scores a1:'d
the1r pr1mary orlglnal scores, plus. two auxlliary measures, is recommended 1n
future air traffiC control svstem dynamic simulations for system test andevaluation. .

DI,"i~ti... Ite'-""17. Key W.,4,

Simulation, Real Time,
Air Traffic Control, System Test,
Human Factors, Experimental nesign
and Analysis, Oynamic ~imulation

22. Price~. S.W,lt,. CI...I'. I.' thi. ,...)
IJNC":I,AS S I FIF:O

21. No. Of'.19: s.c;"j-'y CI...if. (of ttlia ,~,)

UNCLASSIFIED
176

F~r'" DOT F 1700.7 '8-721 R.,,"ctl- .f c..~I.t.4 'Gt. euthorl..4



PREFACE

The authors gratefully acknowledge the assistance and support of the following
people:

Richard Algeo, Bernard Goldberg, Arnold Grimes,
Lloyd Hitchcock, Kenneth House, Josephine Pitale,
Raymond Ratzlaff, Richard Rood, Lillian Senn, and
Phillip Willoughby, FAA Technical Center.

Albert Beaton, Educational Testing Service

Thomas Higgins, Systems Engineering Service. FAA

Thomas Morgan, Computer Sciences Corporation

iii



TABLE OF CONTENTS

Page
xiEXECUTIVE SUMMARY

INTRODUCTION

1
1

Purpose
Background and Method

PROCEDURE 3

3
L2

Experimental Procedure
Analytic Procedures

19
19
42
49

53

63

73
82
ql

ANALYSES
SEM II Factor Analysis and Factor Cross Validation
Reliability Coefficients
Correlations with Observers' Ratings
Practice and Learning Effects in ATC Simulation

Experiments
The Effects of Sector Geometry and Density on System

Performance Measurements
Statistical Power of Real-TimeATC Simulation

Experimentation.
An Evaluation of the Index of Orderliness
Response to Post-Run Questionnaires

DISCUSSION

CONCLUSIONS

116REFERENCES

APPENDICES

List of System Effectiveness Measurements andDefinitions: 
SEM Experiment I

A.

List of System Effectiveness Measurements and
Definitions: SEM Experiment II

B.

c. Definitions and Usages

Supplementary TablesD.
Computations of Run Scores Based on the Index
of Orderliness

E.

List of Terminal Area System Effectiveness Measures

F.

v



LIST OF ILLUSTRATIONS

PageFigure

6Sector Maps, SEM I and SEM II.

7Observer ~ating Form~, SEM I2

83 Post-Run Rating Forms, SEM I

9Observer Rating Forms, SEM II4

10Post-Run Rating Forms, SEM II5

116 SEM I Schematic Laboratory Layout

13Experimental Design, SEM I7

14Experimental Design" SEM ~~8

169 Data Points, SEM I Experiment

17Data Points, SEM II Experiment10

37Distribution of Factor Scores for SEM I and SEM II
Experimental Conditions (4 Sheets)

11

55Plot of Course of Major Measures Over Time12

6~13 Plot of Day Means

75The Four Basic Designs14

7915 Graph of Power

8116 Power Table Structure

107Controller Profiles in Standard Score Form17

vi



LIST OF TARLER

Table
Page

1 Traffic Sample Cha~acte~istics l.
2 Reliability C:oefficients of Scores Rased on Full Factors,

Smooth Factors, and Very Rmooth Factors
22

3 Linear Combino'ition Weighting and EQtlal Wei.v;hting Within
Each Factor

23

4 Comparison of Multiple Correlation with Judges' Rating
Provided by Original Seventeen MeRsures, Full Factor
Scores and Very Smooth Factor ~cores

24

5 Cross-Validation over Days 25

() Percent of VAriance ~onsumed by Factors 2R

7 Correlations Retween SEM II Factor Scores and S~M I
Sector-Density Cell-Rased Factor ~cnres

30

8 gEM I Cell Rased Factor Scores and gF:M II Factor gcnres in
Relation to gEM 1 Judges' Ratin~s

32

9 nay Two vt!rsus nay Three Reliability of Measures Within a
Factor

34

10 Correlations of Measures Within a Factor With the Factor 35

11 Reliability Coefficients 43

12 Standard Errors of Measurement 45

13 Inter-Observer Agreement 46

14 Rating Reliability 47

15 Correlations Retween Measures and Ratings 50

vii



LIST OF TABLES

Table Pl1ge

16 Multiple Correlation (R) of Factors and Leading Measures
on Ratings, SEM I

51

17 52Multiple Correlation (R) of Factors and Leading ~Ieasures
on Ratings» SEM II

18 Analysis of Variance Table: Hours 56

19 Orthogonal Analysis: Successive Simulation Hours (3 sheets) 57

20 60Percent of Variance Due to Hours and Persons

21 Analysis of Variance Table: Days 62

22 64Percent of Variance Due to Days and Persons

23 65Day Means

6724 Analysis of Variance Table: Sector and Density

6925 Mean Values in Sector-Density Combinations

70The Percentage of Variance Due to Sector and Density26

7127 Cross-Condition Correlations: Across Geometry at a Given Density

7228 Cross-Condition Correlations: Across Density at a Given Geometry

7829 Power Table Example

80Comparative Statistical Power of the Four Factor Scores30

8331 Correlation Between Index of Orderliness Measures and Factor
Scores and Confliction Measures (2 sheets)

8632 Correlations Among the Three Index of Orderliness Measures

viii



LIST OF TABLES

Table

33 Run-Run Reliabilities for Index of Orderliness Measures,
Factor Scores and Confliction Measures

87

34 Correlations i~ith Ratings for Index of Orderliness,
Factor Scores and Confliction ~leasures

88

35 Multiple Correlation To Ratings With and Without Index of
Orderliness Measures

89

36 Correlations (r) Between Two Averaged Factor Scores and
Index of Orderliness Measures

90

37 Mean Values of Questionnaire Item Responses- SEM I 92

38 Mean Values of Questionnaire Item Responses- SEM II 93

39 Correlations Between Questionnaire Items and other
Data Items- SEM I (6 sheets)

95

40 Correlations Between Questionnaire Items and other
D9ta Items- SE~f II (3 sheets)

ix





EXECUTIVE SUMMARY

Proposed changes to air traffic control systems are frequently evaluated
through the use of real-time system simulation. Comparative evaluation of
"new" and "old" systems is often part of a cost-benefit study of possible
increased productivity.

Such studies frequently yield ambiguous conclusions. In fact, the
inconclusiveness of such evaluations is almost legendary, and the
dissatisfaction with the results by those who need them is sometimes severe.
Emotions may run high on occasions when expensively developed systems cannot be
"statistically proven" to be "better than" the current (old) system,
particularly when appearances and "feel" give the opposite impression.

There have been two schools of thought among those who have been close to such
simulations and concerned with rendering of opinions on new or modified air
traffic control systems. This issue concerns the place of the statistical
treatment of the measurement data which can be collected during ATC system
simulation experiments, and its utility, for making clear system evaluation
conclusions.

One group favors the use of statistical inference methods, including the
statement of hypotheses in advance of the experiment, and the use of
statistical tests and indices to determine whether the differences found are
"statistically significant". They deride those who contend that "just trying
out a system" is enough to form a reasonable opinion. On the other hand, those
who deride statistical methods point out the frequency of failure to find
results and differences which statistical tests will allow to be called
dependable enough ("significant") to rely upon. They say this sometimes occurs
even when there has been large and careful experimentation and data collection,
and in cases when the superiority of the new system is "obvious to the casual
observer."

One factor in the debate which is sometimes ignored is the fact that every
real-time. simulation is a human factors experiment. In real-time simulation
the results are not only a function of the systems involved, but also of the
people (quite variable within and between themselves) who are performing as
controllers in the simulation exercises, and of the traffic sample input given
to the system to handle. It is apparent that real-time simulation exercises
may be a weak tool since every exercise in which a controller or control ~eam
participates is different, even with identical traffic samples, once the first
few control decisions have been made.

It could be the case that the data from dynamic simulation cannot sensibly be
treated using statistical techniques such as analysis of variance. Perhaps the
data are so variable that statistically repeatable conclusions are not possible
without unacceptably large numbers of controllers and hours of simulation; and
that to seek for them is puristic and fruitless. If this is so, we will have to
be content with "gut feeling" observations of the new system at work. This
approach, however, is also clearly open to criticism, particularly when it
matters so much whether a newly developed costly system is successful.
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In order to help resolve this dilemma, it was decided to collect empirical data
through specific experiments designed to bear on the statistical and
measurement issues involved in the planning and interpretation of the results
of real-time simulation experiments on air traffic control systems. These
experiments were named the System Effectiveness Measurement (SEM) experiments.

The FAA Technical Center's Air Traffic Control Simulation Facility (ATCSF) was
utilized for the experimental work. The ATCSF is a digital computer-based air
traffic control simulator in which simulated aircraft are maneuvered and
corresponding radar data are presented to air traffic controllers, who are in
simulated air-ground communication with the aircraft. One simulator pilot can
represent up to five aircraft of various types by making digital control inpllts
and appropriate voice responses to the traffic controller or controllers
involved.

The computer which was generating the traffic was also programmed to
simultaneously collect the measurement data. A set of objective measures was
assembled to represent measures of air traffic control system mission
accomplishment customarily or frequently used by various air traffic control
system simulation experimenters in the history of such work. These measures
were collected by the computer during the control exercises. In addition, in
the studies reported here, independent observers, who were qualified
controllers, subjectively rated the controller performance and system
performance during the same exercise session which was being objectively scored
by the computer.

Two experimental evaluations were executed, and the data analyses and results
are presented in this report. Both experiments worked with samples of control
"teams" tested repeatedly under various circumstances, such as different
sectors and traffic densities, while keeping the hardware and software system
being used identical. For economy, data collected upon only single controller
"teams" were utilized, although field en route sector teams generally consist
of two or more people. However, various aspects of the experimental
procedures were carefully designed to maintain a realistic atmosphere and
situation, despite the single controller "team" data collection process. In
particular, aspects of coordination with adjacent sectors were simulated by
laboratory staff controllers and most of the work that is normally done by
assistant controllers was accomplished in advance of each pre-designed exercise
by laboratory staff personnel. But in connection with the matter of team
size, as with all of system simulation, it should be remembered that only
relative, not absolute, measurement can be attained in any case.

The first study, "SEM I," was aimed at examining the effects on the several
system performance measurements of changes in the surrounding circumstances of
sector geometry and traffic density. The second experiment, "SEM II," was
aimed at specifying the effects of accumulating more data at a given data
point, thus improving the dependability of the data, and at determining the
impact of learning and practice in this type of measurement situation.
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The effects on the system performance measurements of two extremely different
en route sector geometries and three traffic levels ranging from very light to
very heavy were analyzed using the d~ta from the SEM I experiment. Using the
data from the SEM II experiment, analyses were made of the repeatability and
dependabiiity of the measurements, and of the correlations among the
customarily used measurements. It was concluded that a Ear smaller set of
measures could be used without major loss in measurement adequacy and with a
corresponding increase in clear interpretation of results. These new measure
types were then examined to see if they could also be used to summarize the SEM
I data. It was found that this smaller set of measures derived from the SEM II
study provided a statistically adequate equivalent set of measures for all six
of the SEM I sector geometry and traffic density combinations.

Tables for planning were derived from the data from both experiments to
indicate how many subjects and runs must be used in air traffic control
simulation experiments of this type to achieve statistically based conclusions
of a given probability. While these tables are expressed for what is considered
to be a range of sector geometries and traffic densities. they should be
applied. strictly speaking. only to performance measurement during
single-co~troller. single-sector exercises. Additional research would be
required to extend the results to multi-sector. multi-person team experiments.
and to terminal area control system simulation experiments. However, these
tables should prove far superior to intuition for estimating resource
requirements even when extrapolated to those situations. Because increased
variability is possible among multi-person teams. estimates based on these
tables may underestimate the resources required.

The results show that those who criticize as infeasible and impractical the use
of statistical inference techniques in this field have some grounds for their
criticisms, because there is much variability in the measures of air traffic
performance in dynamic exercises and comparatively large amounts of data are
needed for firm statistical conclusions. On the other hand, the tables
resulting from this research indicate the requirements which must and can be
met, when the occasion justifies it, to facilitate clear-cut conclUSIons-for
important. experimental air traffic control system evaluations. The results of
the studies are discussed in this volume and the tables will appear in a later
volume.

The SEM work» then» was an approach to empirically determining (and
compensating for) the strengths and weaknesses of ATC simulation
experimentation as usually conducted in the past. This knowledge can provide
guidance for future system evaluation experimenters both at the FAA Technical
Center and at other similar laboratories. Although the focus here was on
developing data which might enable more effective system test and evaluation»
the work also provided a uniform basis for future experimental simulation
studies of various kinds for the air traffic control system» and could also
provide a basis for a controlle~ performance criterion technique to be used for
the validation of aptitude tests and other selection and training techniques.
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INTRODUCTION

PURPOSE.

The purpose of this work was to determine the quality of ~easurement of system
performance and statistical treatment that is possible and appropriate in
dynamic simulation of air traffic control systems.

BACKGROUND AND METHOD OF APPROACH.

Real-time simulation of air traffic control systems is quite frequently used
to evaluate new system concepts. In such studies, simulated aircraft to be
controlled are fed into a system consisting of equipment, computers, and air
trafffic controllers who are to use both the current and the new air traffic
control systems to provide a comparative evaluation of the two systems. Thus,
such system evaluations are, intrinsically, human factors experiments and the
methods used should give appropriate attention to the extent and nature of
individual differences and human variability. Traditionally, the design of
such experiments has suffered from the lack of certain basic information which
the current effort attempts to supply in order to aid and improve future
system evaluators and their evaluations.

A two-experiment evaluation series provided interrelated information. In the
first experiment, the aim was to discover the sensitivity of currently used
system performance measurement to differing traffic levels and sector
geometries. This experiment collected data on two I-hour runs for each of 31
subjects under each of 6 sector geometry-traffic density combinations (cells).
Initial analyses, involving correlations between the two runs in each cell,
indicated very low correlations between the replicates. It was decided that
before going further it would be best to conduct a much less complex
experiment with fewer combinations of conditions involved, in order to
discover the difficulty. Thus, an experiment Iltilizing only one of the six
combinations of conditions of sector and geometry, but with several replicate
runs under the same conditions, was conducted. This second experiment was
aimed at studying the effects of replication and at providing a sufficient
amount of data collected under the same conditions to enable a factor analysis
to be done for the purpose of consolidating the measurements into a smaller
meaningful set. This second experiment involved 12 I-hour runs in the sume
sector with the same traffic level for each of 39 controllers. The two
experiments will be referred to as SEM (Systelil Effectiveness Measurement) I
and SEM II.

In both experiments» the computer which was generating the aircraft to be
controlled was also collecting a set of objective measurements based on the
aircraft movements traditionally assumed to be related to the success of the
air traffic control being exercised. In addition to the objective
measurements of performance» field-qualified journeyman air traffic control
specialists provided ratings of the effectivn~ss of the control for each
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session or "run." One of the analyses later done was the examination of the
relationship between these two kinds of evaluation of the same session of
traffic control.

For the purpose of examining the system performance measures. three
assumptions were implemel1ted in the eKperiments: (1) the measures relevant to
the output of an ensemble of sectors can be studied in a one-sector
mini-system, (2) it is necessary for measurement purposes to use more traffic
than one person would usually be expected to control in the real world. and
(3) for the purpose of simply studying the measures, the staffing can be
reduced and the traffic increased as long as the mea.sures are treated as
relative and not absolute.

An overview of the discussions to follow might not be amiss at this point.
After explaining the experimental procedures for both experiments. the factor
analysis of the SEM II data will be described. In general terms. it was found
that four scores based on the factor analysis could be considered an adequate
set of measures to use. It was deemed important to see if the same factors
could adequately serve as the measures in other sectors and traffic levels.
The SEM I data were then called back into service. The SEM I data were
re-scored using the SEM II measures and examined for the presence of the same
factors. It was concluded that the same factor scores could express the
results of the first experiment. This made possible the analysis of sector
and density effects and the effects of practice and learning in air traffic
control simulation exercises using the more convenient and under~tandable
smaller set of measures.

2



PROCEDURE

EXPERI~IENTAL PROCEDURE.---~ -

The simulator used to conduct these experiments was the Air Traffic Control
Simulation Facility (ATCSF) at the FAA Technical Center, Atlantic City, NewJersey. 

This is a digital computer-based simulation facility which has been
described in great technical detail elsewhere (reference 1). In general
terms, however, the major elements involved are the Controller Laboratory,
which contains 8 air traffic control display consoles of a generic type, and
the Simulator Operator Laboratory, which contains consoles that control the
flight of the simulated aircraft which appear on the controller displays. A
simulated air-ground communications link joins the controllers and the
simulator operator "pilot," The aircraft under control are displayed to the
controller with alphanumeric tags containing aircraft identity, altitude,
speed, and other information. The laboratory can be configured to represent
terminal or en route air traffic control. The simulation laboratory is in a
constant state of improvement to increase the level of fidelity in the
representation of field air traffic control, but this representation does lag
behind the field. In the experiments to be discussed here, the
representations of the en route system were not exact; the generic consoles
were used and the conflict alert feature of the system which at the time was
just beginning to enter field facilities was not available for representation.

For the SEM I experiment, two sectors were selected from the sectors at the
en route air traffic control center at Leesburg, Virginia. Their designations
at the time were sectors 14 and 16. They were chosen to be quite different,
about as different as might be readily found. Based on examination of the
sectors' traffic at the time, samples of flights were composed and programmed
to fly in the simulator. The traffic samples were designed to build up the
traffic for 8 'minutes, and then scheduled to run for an hour with
approximately the same level of traffic density; as measured by the number of
targets which would usually be simultaneously present on the controller's
radar scope. Three l-hour (after buildup) samples of the traffic were
composed, for each of the two sectors; a low, medium and high traffic density
level. As said earlier, the average level of these samples was higher than
would be expected to be handled by a controller in live operations. The
variable of traffic density was set so that the levels of traffic density
would be approximately equal for both sectors, thus the experimental factors
of sector and density would not be connected, but orthogonal (independent).
The major parameters considered were the number of completable flights for the
hour and the number of planned (scheduled) simultaneous aircraft present in
the typical (modal) minute. As may be seen in table 1, these descriptors
increase at about the same r~te for both sectors. Pre-trials of the density
levels indicated that while they were difficult, and would in fact be too
difficult for some controllers, they were not excessively so for use In

simulation exercises.

The SEM II experiment used one of the same two sectors used in the previous
experiment, sector 14, which was called geometry 1. Four fresh traffic
samples were generated which were generally comparable to the middle density

3



TABLE 1

TRAFFIC SAMPLE CHARACTERISTICS

SEM I
Geometry 1 (Sector 14) Geometry 2 (Sector 16)

Density 1 2 3 1 2 3

No. Completable Flights
(60 min.)

27 38 50 25 42 50

No. Arrivals Handled 17 25 30 22 36 44

No. Departures Handled 12 16 26 4 66

5 7 8 5 6 8
No. A/C Planned to be

Under Simultaneous
Control (modal value)

gEM II
Sample A B c s

40 40 40

No. 

Completable Flights (60 min.) 40

No. Arrivals Handled 30 30 30 30

No., Departures Handled 17 17 17 17

No. A/C Planned To Be Under
Simultaneous Control (modal value) 8 8 8 8

Note: Numbers given are the planned values, i.e., as input traffic samples
Minor fluctuations occurred even in the planned samples from minute tominute.
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previously used. They were comparable to each other since each was
constructed by slightly shifting the start times and changing the identities
of the aircraft contained in reference or "seed" samples. The traffic samples
were designed from the "seed" sample by means of a computer program in such a
manner that the number of aircraft scheduled to be present on the scope would
be the same throughout the hour of the problem. Figure 1 shows the sector
maps for the two sectors. Table 1 gives the characteristics of the traffic
samples for both experiments.

The computer which generated the traffic samples and presented the simulated
radar signals corresponding to the aircraft post ions also collected
information about what was done with the aircraft by the control system. This
same computer was capable of collecting data such as the position of the
aircraft in the system at any given time and the clearances given by the
controllers which were entered into the computer by the simulator pilots.
These data were collected and reduced to the form of "run" scores, which
represented sums or means of various events and types of aircraft movements
which occurred in the course o'f the time period over which the simulation
exercise ran. The list of the measures selected for the SEM I experiment
appears in detail in appendix A. The list "and definitions were oodified in
the hope of improving the measurement reliability before executing SEM II.
This revised list appears in appendix B.

Some subjective measures were also taken during the two evaluations. In each
experiment, additional controllers, designated as "judges," rated the
performance during each i-hour run (session). On one scale, the judges rated
the technique or performance shown by the radar controller and on another
scale, the overall effectiveness of the man/machine air traffic control system
in handling the traffic safely and expeditiously.- Also, at the end of each
i-hour run, the subject filled out a short questionnaire, the major purpose of
which was to discover any equipment or procedural difficulties. The forms
were changed slightly between experiments. The rating forms used in SEM I and
SEM II appear in figures 2 and 3 (SEM I) and figures 4 and 5 (SEM II),

respectively.

The simulation laboratory was arranged in a similar manner for both
experiments. The usual way of using the simulation laboratory is with a very
large team cooperating to control an entire terminal area or several
cooperating en route sectors. For the purpose at hand. however. it was
decided that information could be gained on the relevant topics in a much more
economical way by running four separate data-independent sessions
simultaneously. thus increasing the independently analyzable data by a factor
of four. The essential aspects of inter-sector coordination were retained.
however. by providing support controllers to represent adjacent sectors
requiring coordination. In addition. the duties normally performed by
assistant controllers were reduced as much as possible. as. for example. by
providing preprinted flight strips. Figure 6 gives a sketch of the laboratory
configuration for SEM I. The same configuration was used in SEM II with the
exception that there the sector 14 map was used in all four subject stations.

In the SEM I experiment, the support controllers actively participated in
lining up aircraft for handoff to the subject sector and in holding aircraft
prior to handoff upon request from the subject controller. After, the SEM I

5
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SEM
POST RUN

CONTROLLER
OPINION SURVEY

With respect to this ..ssion lonly) .nd considerinl the traffic density le.el in.ol.ed

A. Rate your own technique this run:

"IR"
POOR

0

SEI-OW
4VERAGE

0

ABove
AVeRAGE

0
GOOD

0
eXCELLENT

0
POOR

0
AVERAGE

0

C. Comparlnl tllis run to a "peak" hour at your "home sector", when you are the R controller with normal support.
rate thit simulatIon run:

MUCH
HARDER

0

EQUAL.

OIFPICUL. TY

0

MUCH
!ASIER

0
HARDER

CJ
EASIER

0
C. How realistic do you ree' Ihe simulation -as!

veRT
GOOO

['J

veRY
POOR

0
40EQUAT!

0
eXCELLeNT

0
POOR

0

E. Please make nole he,e of any technical difficuille. in the equlpmenl. IIC. ..should be told aboul:

POST-RUN RATING FORMS, SEM IFIGURE 3.
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B, Race the probable "r.elinCI" of the imacinary pilotl of the reprelented aircraft al to the smoothnesl of the

"system's" control during this run,



SEcroR .RUN'

SYSTEM UFECTIVENESS HEASUREHEIrr
MONITORING FORM

--PARTICIPANT' JUDGE' DATE

IS Y S T E M R 11 TIN GI

IN !!!.!! RcA!!.~' FOCUS ON THE ~~~. IITC SYSTEM EFFECTIVDlESS. NOT THE p~SS.

lO-MIIIIITE PERIOO SYSTEM UTIIKO
Very Very
Poor Poor Good Good

/ /

~

ExceUenc

0-10
11-20
21-30
Jl-40
41-50
51-60 -'"-"-"'

? 1 2 3 5 6 8 10

OVERALL SYSTEM RATI~ I .

Very Very
Poor Poor Good Good Excellent

DDDDDDDDDDD
J t.J l..J.. t ..i. ..l- .J.. ..2. -f-

The traffic received very The traffic received qoad The traffic received the
poor handlift9 at the handlinq, arrivinq with best handlin9 it could
hands of :his syste.., fair .afety, speed, and po'Sibly heve asked for,
there wre .everal lap.es ~thne... usinq any ATC .yst_. All
1n .afety. speed. and aircraft were able to
.lOOOthne.s. s~thly follow their

ideal path. and .peed..

IC 0 N T R 0 I. I. ~ R RAT I N "I

IN !!!!! RATING. FOCUS ON THE~. CONTROLLER JtJDQlENr AND TECHNiQUE. NOT nlE PRODUCT

lO-KIIIUTE PERIOD CONTROLLER RATING.
'Jery V.cy
?oor Poor ~ Good Excellent.

--r-
0-10

11-Z0
U-30
31-40
41-50
51-60 '---'

8
-

5 1 10~

In this r..n, thl1
controller perfo.-d
et ebout the level
I ~ld have expected
'0 lee it the worst
"ontrol1er I "Poave
ever known '~ere maltln,!
,he run.

Thll con~col1ec
seemed 4bou~
4vecAqe Ln ~hil
run.

Thi. coneroll.~ w..
aboue ...k111ful and
cl.v.~ In handlin9
Chi. e~.ffic clu~ln9
chi. ~un ..eh. be.e
cone~oll.~ I have .v.~
known ~ulcl hay. be.n.

FIGURE 4. OBSERVER RATING FORMS, SEM II
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SYSTEM EFFECTIVENESS MlASUREMENT

PARTICIPANT SURVEY

RUN. SECTOR. PARTICIPANT. DATE ..

Rate your technique and skill on the particular run in terms of your
usual R man level of ability. Consider only your own functloninR at
home as an R man as a standard (ignoring other team members there
and here):

I wasn't I could
anywhere have done About Very Excellent
near my this run a average good for
u$ual level lot better for me for me me

D 0 D
-

D 0
If you were the typical pilot of one of the aircraft you have just
controlled in this run, what would be your feelin~ about th~ ATC system?
For example, were many aircraft delayed or ~iven "~ry many \'ec tors?
Did you have a few pilots who might have had anxious moments

This run This run
:!!!z. bumpy, ga"e almost
exciting, and Fair ~either all pilots It
inconvenient unsatisfactory good ~ safe
for almost all for the majority lior and swift
of the pilots of pilots ~~d~- ride

0 0 0

lIoderately
safe and
swift for
the ma,jori ty
of oilots

0
-

0
How does the level of traffic you encourter~d hert' compar~ with what
you usually encounter in your home ~e~tnr~? .Just cnnsider the lraffi,'
as such. For this question ignore the fact that ~'011 havp help therp--
just consider the traffic. Consider both amount and loompl""ity of
traffic here and at home.

This traffic problem here is much heavier
and more complex than wh~t my team faces c:J
at home in an aver~ge hour.

A good bit worse here c:J

"bout the same c:J

Home is a ~ood bit worse 0

Home is ~ lot worse c:J

How realistic do you feel the simulation technique was

VervPooJ: ~ AdeQuate V~rv Good Excellent

0 0 0 0 0
Please make note here and on the back. if needed. of any t~~hnical
difficulties in the equipment or ryther thin~s we should be told about

POST-RUN RATING FORMS, SEM IIFIGURE 5.
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FIGURE 6. SEM I SCHEMATIC LABORATORY LAYOUT
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experiment had been completed» it was suspected that this may have led to a
too active participation in handling the traffic by the staff support
controllers and this was changed to be a more automatic process performed by
the computer. In SEM II» if the subject controller wished to have incoming
traffic held» the computer held it» and resumed feeding entering traffic uponrequest.

The experimental designs (for definition of this term, see appendix C) for SE~t
I and SEM II are presented in Figures 7 and 8. Previous work (reference 2)
indicated that two replicates per cell were adequate, and so that number was
used in the SEM I experiment; but the results of SEM I indicated that' two
replicates were probably insufficient. The determination of the effect of the
number of replicates was made a major aim of SEM II.

In SEM It half the controllers worked all of their problems on one of the
sectors first, and the other half worked all of their problems on the other
sector first. It was considered best to have everyone work with the lowest
traffic density firstt then with the moderate one and finally ~ith the heavy
density. This was done by each controllert artd then repeated for the
replication.

In SEM II, there were in effect 12 replications. Four slightly different
traffic samples were composed in an attempt to disguise the traffic, or to
make it appear at least slightly different. The manner in which this was done
was to designate one set of aircraft as the "seed" sample and then randomly
shift the start times of the same aircraft slightly tb make three other
samplings of the same aircraft; aircraft call signs were also changed for the
same reason. The "seed" sample was administered once a day and the order of
administration of the other three samples was latinized in order to minimize
and balance whatever effects the slight sample modifications might have.

The subjects in both experiments were all qualified en route journeyman
controllers who came from four different FAA en route centers in four
different regions. They were volunteers who had been chosen at random after
volunteering. Four came at a time and stayed for 2 weeks; this was done for
both experiments. Logistic and equipment problems affected the number of
subjects having fairly complete data in each of the two eKperimental sessions;
data were obtained in a rather complete manner for 31 subjects in SEM I and
for 39 subjects in SEM II. The SEM I data collection was in the period
January to June 1979, and the SEM II data collection was in the period January
to June 1980.

ANALYTIC PROCEDURES

Standard statistical analysis techniques
statistical software package (reference 3).

implemented using the BMDPwere

this is why the
measures needing

Considerable amounts of sheer data handling were involved:
authors feel strongly that a reduction of the number of
analysis is an important improvement.

In the SEM I evaluation, there were Several equipment failures in the midst of
runs, but usually at the latter part of the runs. This made for several short
runs and where a run had been completely lost, or lost early in its time, it
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led to missing data in some cells. Because of this, in handling the SEM I
data, the device was used of shortening the available full 60-minute runs to
SO minutes, thus increasing the number of homogeneous length runs available
for analysis. These data were used as such for most analyses involving the
SEM I data. In the construction of the power tables, the 50-minute runs were
prorated up to 60 minutes as needed for the I-hour unit tables.

In some runs using the very severe highest traffic density level used in the
SEM I experiment, there were occasions when controllers exercised an option
covered in their pre-test instructions and indicated that they had "lost the
picture" which means, in controller slang, that the traffic situation had
become, at that point in that particular run, too heavy for them to continue
to control. There were only a comparatively few instances in which this
happened, 13 out of a possible 372 (31 subjects, 12 scheduled runs each). In
the event that this happened, the judges followed their previous instruc:tions
to assist the controller until the problem was over. The intention was to
regard these runs as missing data runs, together with those shortened by
equipment difficulties. However, through a data handling error in the
analysis stage, these 13 runs remained in the data base, and by the time this
situation was discovered, removal and correction was economically

prohibitive.

Fewer such difficulties occured in SEM II because of improved equipment and
procedures. and the lower density of traffic used in these exercises. In
addition. no permission was given to the subjects. to declare loss of the
picture. although it probably would not have been needed. Figures 9 and 10
show where these difficulties occurred in each experiment in terms. of the

original experimental designs.

Various methods for handling the missing data resulting from equipment
problems were explored in great depth, but none seemed any more effective than
the use of the replicate run or runs to make up for the loss by allowing the
available replicate or replicates to stand for the cell, either by averaging
them or, in the case of only one replicate being available as in SEM I,
letting the replicate stand for the cell.

There was a sequential order in the process Qf analysis which will be
reflected in the order in which the material is presented in subsequent parts
of this report. As has been mentioned. almost immediately after the execution
of the SEM I experiment. it was decided that more concentrated information was
needed using fewer experimental variations. Therefore. an intensive
experiment (SEM II) was designed and executed. The SEM II experime1:\t was
first analyzed using factor analysis in a search for more su.ccinct
measurements. The experiment had 12. i-hour runs per subject and. from these.
3 sets of 4 hours of data each were assembled and labeled "days." since 4 runs
were usually done in a day. Each day of data was submitted to a factor
analysis resulting in three sets of factor scores. The factor scores were
standardized in terms of the distribution for each day separately. Some
slight truncation to integer numbers was used in this scaling. Many analyses
were done using this data, leading to a single set of four factor ~cores
usable over the entire experiment (SEM II).
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FIGURE 9. DATA POINTS, SEM I EXPERIMENT
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FIGURE 10. DATA POINTS, SEM II EXPERIMENT
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Returning to the SEM I data, a "cross-validation" analytic effort was performed
to determine whether the same factor structure could represent the data in each
of the six sector-density combinations (cells). Each cell was examined
separately. The cross-validation indicated the same factors were applicable.

After the cross-validation was compl~ted. a return was made to the analysis of
each of the two experiments on an individual basis. For the factor scores. it
was now important to use standardization scales that covered the range involved
in the particular experiment. The SEM I data standardization was against the
first replicate. middle density. geometry 1 mean and standard deviation. and
the factor scores were expressed on a standard score scale with a mean of 50
and a standard deviation of 1 at that point (the "first scale"). The SEM II
experiment standardization used the mean and standard deviation of the fifth
l-hour run and the factor scores were expressed on a standard score scale with
a mean of 500 and a standard deviation of 1 at that point (the "second scale").
Finally. it was decided to create a "third scale" in which hoth experiments'
data were put on the same scale. Here all runs from both experiments were
standardized against hour five of SEM II. The standard s~ distributions of
the 4 factor scores were given a mean of 500 and a standard deviation of 1 at
hour 5 of SEM II. This scaling was used in the power tables and to illustrate
graphically the advantages of standard scores.
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ANALYSES

Each of the topics listed below will be discussed in order under headings which
will present the analysis of the topic and the data bearing on it. and the
implications of the results:

1.

SEM II factor analysis and factor c.ross-validation

2. Reliability coefficients

3.

Correlations with observer ratings

4. Practice and learning effects in ATC simulation experimentB

5. The effects on the system performance measur~s of enroute sector geometry
and traffic density level

6. The statistical power of ATC simulation experiluents

An evaluation of the index of orderliness7.

8. Subjective questionnaire replies and objective measures

SEM II FACTOR ANALYSIS AND FACTOR CROSS VALIDATION

ANALYSIS. 

Dynamic simulations of current and future air traffic control
systems are difficult and expensive to arrange and run. They are difficult to
design and analyze statistically, but worst of all they are difficult to
interpret when making judgements about the desirability of air traffic control
system changes. A major reason for this is the sheer cumbersomeness of the
amount of data usually collected. A multitude of measures describing system
performance is available, and there has been litt.le or no evaluation as to
which of the available measures is most relevant or 'needed. An attempt to
reduce the magnitude of this problem was made here by applying a mathematical
technique called factor analysis (see definition, appendix C) to see if a
smaller set of measures of known relevance could be found. The second
experiment (SEM II) was particularly designed to permit the use of this

technique.

A factor analysis was performed on each of the three sets of "day level" data
available from the SEM II experiment. Since there were 12 i-hour runs in the
SEM II experiment, three 4-hour aggregates were available for each subject.
These will be referred to as the first, second, and third days since each
subject usually performed four runs a day. It is important to note that the
factor analyses were done without the judges' ratings being involved.
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Before entering the factor analysis, some of the measures in the original list
of 28 which seemed not to be potentially frui~ful were omitted bringing the
list of measures entering the factor analysis to 17. Six (6) measures covering
sub-types of delays and delay times, already represented in the summary
measures of total number of delays and total delay time, were considered as
redundant and dropped. These measures were the number and duration of barrier
delays, the number and duration of start delays, and the number and duration of
hold and turn delays. Another measure, the average aircraft time under
control, was considered to be adequately represented by the measure aircraft
time under control. Four (4) other measures which showed little or no
variation in the data were omitted; these were the number of aircraft handled,
the number of completed flights, the number of departure altitudes attained,
and the number of handoffs accepted. These did not vary because of the similar
traffic samples and, being essentially constants, would not have contributed to
the factor analysis of the data. Two (2) further measures were dropp~d during
the smoothing process just subsequent to the factor analysis itself because
found to be non-contributing. These were the handoff acceptance delay time and
the number of arrival altitudes attained.

The factor analysis was performed using varimax rotation of the principal
components (see definition, appendix C) on 17 measures for 39 subjects. As has
been said, a separate analysis was performed for each data day.

In the outcome, four operationally meaningful factors and quite similar factor
patterns resulted from the analysis for each of the 3 days. The four factors
accounted for 74.7, 67.7 and 63.3 percent of the total variance on days one,
two and three respectively. The factor structures for the 3 days are shown in
tables 1, 2, and 3 in appendix D, Supplementary Tables. Shown in these tables
are the factor loadings, i.e., the correlations of each of the measures which
had entered the process with each of the factors which had resulted. An
extensive examination was conducted comparing the factor structures which had
resulted on 3 days. Basically, the same four factors were identified, but the
weights derived for the 3 days to generate factor scores were somewhat
different.

The weighting differences among the 3 days were smoothed to 1 set of weights
based on the median of the 3 days' weights. This was deemed permissible since
the correlations between the scores weighted in the three different ways were
generally in the .90's (see table 8. appendix D). The factor scores based on
the median weights will be referred to as the "Full" factors. The Full factor
weights appear in table 9 of appendix D. Further simplification was attained
by rounding the weights arithmetically and zeroing out the weights for those
measures which had carried factor loadings less than .15. It was during
smoothing that one measure referred to earlier was dropped. The factor weights
which resulted from this step will be referred to as the "smoothed" factors.
These appear in table 10 of appendix D. A final rounding step and dropping of
the last measure resulted in what will be called the "very smooth" factor score
weights. The step involved making the remaining weights. which were in fact
quite similar, equal. These appear in table 11 of appendix D. At this stage.
the factor scores were computed by standardizing the measures which were to be
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part of a given factor score for a given day on the day mean, applying the
weights, and restandardizing the resulting factor score on the day mean.
Having arrived at this point, three questions were examined about the very
smooth factor score coefficients. The first question concerned the reliability
of the factor scores before and after smoothing. The reliabilities appear in
table 2, and clearly they were not degraded, but remained at about the middle
of the range of the reliablities of the scores that made them up.

The second question concerned the statistical impact of using the very smooth
factor set in which the various measures comprising the four factors were given
equal weights. An analysis was done which compared. on the one hand. the
simple product moment correlation of each of the factor scores (which. it will
be remembered. contained the measures in equally weighted form) against the
ratings and. on the other hand. the multiple correlation which resulted from
mathematically optimally weighted combinations of the measures in each factor.
the weights being optimized to predict the controller observer judges' ratings.
These data appear in table -3. Concentrate on the "shrunken" R squared (R
squared sub c) figures since they represent the percentage of variance
accounted for statistically. after correcting for the the number of predictors
involved. It appears that there was no essential difference in the
correlations and so it is concluded that the weighting found in the factor
analysis. i.e.. equal. in generating the factor scores. is an acceptable
weighting scheme.

The question of what weights to use in the computation of the factor scores
having been decided, the next question asked concerned the ability of the
factor scores, as compared with the original scores listed, to relate to the
controller observers' ratings. Multiple correlations between the four factor
scores in linear combination were computed with the controller observer
ratings. These data are seen in table 4. Both the full factors and the very
smooth factors were used. These multiple correlations were found to be 3t
about the same level as the multiple correlations using the original 17

measures.

At this point, the cross-validation ability of the multiple regression
equations based on the factor scores was investigated (table 5). Presented
are the simple product moment correlations between a projected rating, based on
an equation derived from data from a different day, and the actual rating
given. Just as was discussed earlier, in the case of the equations using the
original 17 measures, it was found that the day-to-day carryover was
comparatively low. The ability of a weighting equation derived from the first
day's data to predict the ratings on the second and third day was examined.
The multiple correlation was found to decrease with thc distance away from the
day on which the weights were derived. The lesson here is that for neither
factor scores nor raw scores can there be a multiple regression equation
developed which will contain weights capable of carrying over to subsequent
days or situations. The same system performance scores .~re seen as applicable
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TABLE 2

RELIABILITY COEFFICIENTS OF SCORES BASED ON FULL

FACTORS, SMOOTH FACTORS, AND VERY SMOOTH FACTORS

Day-Day f'ull Smooth Very Smooth

Confliction 1-2
2-3
1-3

.64

.64

.54

.65

.63

.53

.66

.64

.53

1-2
2-3
1-3

.59

.59
.27

.59

.64

.29

Occupancy .62

.62

.30

1-2
2-3
1-3

.86

.87

.76

.86

.87

.76

Communication .85

.87

.77

Delay 1-2
2-3
1-3

.11
.27
.10

.21

.22

.14

.19

.21

.12
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TABLE 3

LINEAR COMBINATION WEIGHTING AND EQUAL WEIGHTING WITHIN EACH FACTOR

Occupancy Factor
R** r***R* r****

.51 .15 .44 .19 .431 SEM .11 .29 .08

.56 .21 .49 .24 .40 .08 .27 .07CPM

.17 .43 .18 .65 .J7 .58 .34Day 2 SEM .52

.58 .23 .52 .27 .62 .34 .55 .30CPM

.19.46 .10 .26 .07 .51 .19 .443 SEM

.47 .11 .31 .10 .48 .16 .44 .19CPM

DelayCommunication

R R RR r r r r

.29 .55 .30.44 .15 .41 .17 .55Day 1 SEM

.36 .13 .56 .29 .56 .31CPM .40 .12

.31 .05 .25 .06 .35 .10 .25 .06Day 2 SEM

.37 .09 .22 .05 .30 .06 .26 .07CPM

.40 .12 .36 .13 .20 .01 .06 .00Day 3 SEM

.43 .14 .37 .14 .19 .01 .03 .00CPM

* ~ R is the multiple correlation
** .the multiple correlation squared and corrected for shrinkage
*** -the product moment correlation
**** -squared product moment correlation
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TABLE 4

COMPARISON OF MULTIPLE CORRELATION WITH JUDGES' RATING

PROVIDED BY ORIGINAL SEVENTEEN MEASURES, FULL FACTOR SCORES

AND VERY SMOOTH FACTOR SCORES

Seventeen
Measures

R* R**

Very Smooth
Factor Scores

R* R**

Full Factor
Scores
R* R**N R*** N R*** N R***

Day 1 SEM
CPM

40
40

.82

.83

.67

.69
.42
.44

39
39

.74

.74
.55

.55

.49

.50
39
39

.73

.73
.46

.47

.53

.54

Day 2 SEM
CPM

39
39

.81

.87

.66

.75

.39
.56

39
39

.72
.75

.51

.56
.45

.51
39
39

.69

.72
.48

.52
.40

.45

Day 3 SEM
CPM

39
39

.79

.79
.61
.62

.29
.31

39
39

.61

.64
.38

.41
.30

.34
39
39

.60

.63

.36

.40

.26

.31

* = the multiple R
** = the multiple R squared
*** = the multiple R squared after correction for shrinkage
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TABLE 5

CROSS VALIDATION OVER DAYS (R)

Day 2 Data Day 3 DataDay 1 Data

.51

.62

.60

.60

.69

.53

.73

.59

.44

Day One Equation
Day Two Equation
Day Three Equation

gEM

.49

.63

.63

.73

.63

.45

.61

.72
.55

CPM Day One Equation
Day Two Equation
Day Three Equation
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but they must be weighted (or considered) differently. An example will clarify
this point. The weighting applied to the delay factor score diminished
markedly on the third day. This means it had no weight in contributing to the
controller observer ratings of system/controller performance on that day,
whereas it had weight on the first day. But an examination of the objective
data shows that there were several delays on the first day but almost none on
the third day, which means the observers were right to give delay no importance
on the third day. This does not mean we should not measure delay, but only
that its importance may vary.

This finding is also important because it reinforces the conclusion discussed
earlier that there is no possibility of joining measures into a single score,
regardless of whether original measures or factor score measures of system
performance are used. While the relationship between the weighted combinations
of scores in the same circumstances is high, the projection of weights into
different circumstances, such as in this instance, a later stage of practice,
is not adequate. Therefore, a weighting equation resulting in a projected
single figure of merit is not advisable.

Thus far, it has been shown that the same factors appeared in the 3 days of the
SEM II experiment, that the weights of the original measures to make up the
composite factor score indexes should be equal, but that assigning weights to
the four factor scores to obtain a single conglomerate index was not a goodidea.

A major next phase was to determine if the same four factors would appear in
different traffic levels and sector structures, as represented in the six
combinations of circumstances used in the SEM I experiment. It will be
recalled that in the SEM I experiment there were two sectors and three traffic
density levels for a total of six conditions, and that one of the six
conditions was identical with that used in SEM II. It will also be recalled
that the list of measures 'used in the two experiments was somewhat different
and that there were only two replicate runs in SEM I, compared with the twelve
replicates in the SE~[ II experiment.

The first step in determining whether the same four factors as had appeared in
SEM II also would appear in the SEM I data, now that they had been discovered
and seemed firm, was to re-score the SEM I data using the SE~1 II measurements
list so that the question could be addressed. In the ATC simulator used, the
most fundamental data collected are based on the aircraft movements and
positions and the simulator pilots' inputs to the computer in response to the
controllers' clearances. These data could be reduced in terms of either the
SEM I or the SEM I list of measures. The SEM I data, then, were scored in
terms of the SEM II measure list. The scoring was done up to the fiftieth
minute rather than up to the sixtieth minute (as in SEM II) to overcome missing
data due to equipment 'difficulties which had occurred in SEM I. Because of
missing data, the number of data cases or subjects for SEM I was 31. For all
of this analysis, the average of the two replicates in SEM I was
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If a value for one run of the two replicates was missing,
"average" was the alternate data point.

the bestused.
estimate

The re-scoring having been done, the six cells in SEM I were separately
subjected to factor analysis. At this stage, the factor analysis was done
independently for each cell, and independently of .the SEM II factor analysis.
The method of factor extraction was always principal component analysis with
varlmax rotation, constraining the number of rotated components to four.

The next step was to utilize the SEM II factor score formulas and weights to
compute the SEM II factor scores, using as input the SEM I data, scored, as
mentioned above, in SEM II measures, so that these cou~-compared with the
independently generated factor scores describerl above.

The results of the two operations described immediately above can be referred
tOt respectivelYt as the SEM I independent factor analysis scorings and the SEMII based factor scoringst and it is- these that will be compared. -

In overview, it may be said that examination of the six SEM I independent
factor analysis scorings indicated that the measures had grouped similarly to
those groupings which had occurred in SEM II. The factor loadings for the
corresponding measures in the seven separate and independent factor analyses
are similar. The percentage of variance accounted for by the SEM It-based
factors is similar, and the SEM II factors predict the ratings almost as well
as the SEM I factors do. There is one anomaly, it occurs in the coefficients
of the delay factor, but this is capable of being understood in terms of
certain difference in the definition of the details of the term delay in the
two experiments. These differences will be discussed in detail later.

It is natural, of course, that the SEM I independent factors accounted for more
of the variance in the data, between 73 and 80 percent, depending on which of
the six conditions one examines. However. the externally based SEM II median
(very smooth) factors computed for these same six conditions accounted for, in
five of the six conditions. between 62 and 72 percent of the variance. 3nd 59
percent in the remaining case. For corresponding conditions, the loss in going
to the S~M II factors ranged between 6 and 12 percent. and averaged about 10

percent (see table 6).

For each of the six SEM I conditions. the SEM I-based factor structures were
compared to the the SEM II-based factor structures. What is meant by thLs is
that an examination was made of the results of the six factor analyses showing
the factor loadings which had been assi,gned by the analysis to each of the
original measures which had entered. Examined was whether the same measures
clustered together as shown by their loading (correlation) with the same major
factors. These data for the six SEM I combinations of conditions can be seen
in tables 12 to 17 of appendix D. The SEM II factor structures are presented
in tables 1 to 3 of appendix D.

A somewhat easier approach involves computing the coefficients of correlation
between the factor scores resulting for the subjects as a group, computed in
the two major ways described above. The correlation matrices for each of the

27



\0t;J
,.J~~

~~0F
--

U<~>
'~~0~~~F

--
Z::J0UU<~uz<~~<:>~0~rzJ
U~~C

l.

fJJ
.,.. 

113
fJJ~

~
>

. 
~

 
0 

fJJ
.-II::. 

>
.~

~
 

~
 

.00
C

.-lO
O

 
<

'~
Q

j"t;U
~

~
U

Q
j~

w
c.Jcce~

O
(.f)Q

j~
=

~
 

U
""(/Jw

U
 

w
 

w
 

w
 

C
 

:;
IU

O
Q

j~
O

O
~

"",~
>

t.)~

'tj 
C

J
aI 

.l::C
~

E
! 

...aI 
.I

:: 
.l::~

~
 

C
I: 

e 
~

 
r.oJ

O
C

N
O

 
C

/)
C

 
~

 
co

alU
>

,IIoo...O
~

Q
J~

cn~
'"

~
U

O
O

 
'tj

C
C

:~
C

:~
aI

aI 
tt 

..c 
H

 
.~

U
""~

'V
 

.-i
~

~
 

C
O

~
~

aI co ~
,., 

"-' 
~

~
>

.c,..JC
/)<

"0 
Q

J
Q

J 
.cc:~

E
 

~
 

Q
J 

I
=

 
.c~

~
tIJ 

E
3~

O
C

:M
O

 
U

)
0 

'"' 
C

O
Q

JU
>

-~
~

O
~

 
C

O
 

C
O

 ~
It 

r.I 
~

 
tIJ 0

~
I.J 

C
( 

"0
C

C
:Q

JC
:~

r.I
Q

JIt.c~
~

~
I.J""~

~
 

\..1\..1 
It~

o.

Q
JC

O
>

-O
~

o.
p.>

~
,.JU

)<

~
 

~
~

 
.cc~

e 
j,.I 

Q
I 

I
:: 

.c::
~

C
I) 

e~
w

oc.-;o 
cn

0 
~

 
~

Q
lU

 
>

-~
...o

00 
C

O
 

~
j,.I

~
Q

lC
C

l)Q
...tJ 

()(I 
't

C
C

Q
l~

~
<

:)
Q

I 
C

O
 ..:. 

~
 

tJ "" 
...~

 
I 

~

~
~

 
~

::o.
~

 
~

 
>

- 
0 

tl.1 a.
~

:>
.o 

cn<

N>
,

~
 

co
00c: 

~
-IC

C
O

 
M

~~
>

,::--
~

 
C

O
 ~

~
O

O

>
.~
 

>
.

~
 

~
Q

I 
s 

U
J

0 
C

Q
I 

Q
I

l,jQ

~
"

.'M\C N~..cN0t'-.

~
~

,.,.
..cNM"-0~

~
-Q

28

~<
"I

,...

t,

('-I
r...

N0\\QNC'X
'

a-.°
"",,
r-..

c-~
0..,.
c

N~..c ~0,...

N0r~
t0C
J

NN,<
"'1

0--1'

(.)

N0-.c

~
,-:t

\C~
~-:t\C~~, ~
~

-:t
..c0-..:
~

~
(.;

..~0-I/"',

a-~
a-Ir.

~
~

,...
Lr'\

Nr-4
\0~

:?
Mr...

C
'I

0'C~

NN'-of)

a-..'
("-I
\oC

~
"

.-;:
("I
\,0a-.~
O

J
\C("'\
0\C-cr..;

N-:tf'-.

NN-'A

~
,t"1

-'A

~0-

A

N0-'A

~O
CA

..~\0IIc=
~'1:J
(I)
es0wtII
In0.-.~IhbJt/)oK



six combinations of conditions between the two kinds of factor scores were
computed and are shown in table 7. As can be seen, the correlations are mainly
in the 90's for the first three factors, but the correlations for the fourth
factor, Delay, are at times negative. This is the anomaly which was mentioned
earlier and it is understandable in terms of some differences in procedures and
definition of delays in the two experiments. This minor discrepancy was one of
the prices paid for the use of two data bases assembled under slightly
different rules. Since the factor score weights ultimately go back to the
correlation matrices, these were examined. Examining the correlation matrices
for the six cells of SEM I and for the 3 days of SEM II showed some differences
in the correlations between the measures "time in boundary" and "total delay
time" between the SEM I dlita base and the SEM II data bases. In the case of
the SEM I data there was a moderately high correlation of about minus .3
between the two measures; in the SEM II data there was a near-zero correlation
between the measures for two of the original days, although there was a
slightly minus correlation for the third day. -This slightly minus correlation
for the third day was lost in the smoothing process, but the other 2 days l18d
virtual zero correlations and this is why the smoothed factors show this. But
the more general source is probably in procedures. The negative correlation
for the SEM I data would seem to indicate that, under SEM I procedures, if
delay were taken before accepting the aircraft, the time in the sector would be
lessened, whereas under the SEM II procedures, this made little or no
difference in the amount of time in the sector.

This appears as something which might have occurred since under the procedures
for the SEM I experiment the controller was permitted to tell the adjoining
sector (the support or "ghost" controller who was a member of the experimental
staff) seeking to make a handoff to him to hold or "spin" the individual
aircraft. It will be remembered that the procedures were changed going into
the second experiment to reduce what was perceived as the undue impact of the
support controller in this and other areas.

One of the changes made for the SEM II experiment involved the method of
starting aircraft into the test sector, which was now made automatic and done
by the computer on schedule. As a consequence of this, the idea of "barrier
delay" was seen as necessary, Under the concept of the barrier delay, if the
subject ~ished to delay aircraft he had to impose delay on the entering stream
of aircraft, and not individual aircraft one at a time. Very few barrier
delays were used in SEM II (it probably being regarded by the controllers as
extreme, as compared with delaying one aircraft).

The best conception of what might have happened probably is based on the idea
that under SEM I procedures it seemed better to the subjects to take any delay
outside the sector before accepting handoffs, and that indeed it possibly was
better due to some help in lining up the aircraft provided by the ghost in his
handling of the aircraft while they were still outside the sector. Thus, for
SEM I data, there was a slight negative correlation between start delays and
time in sector. Under SEM II procedures, the computer provided no such
assistance and also the tendency probably was to minimize barrier (start)
delays and take the delays if any within the sector. The small number of these
would also tend to bring the correlation between start delays and any other
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TABLE 7

CORRELATIONS BETWEEN SEM II FACTOR SCORES AND SEM I

SECTOR-DENSITY CELL-BASED FACTOR SCORES

Sector -Density
Condition Confliction

Factor
Occupancy Communication Delay

Geometry 1, Traffic Density 1 .75 .96 .94 .84

.96 .35Geometry 1, Traffic Density 2 .96 .83

.90Geometry 1, Traffic Density 3 .96 .77 .86

.98 .95 .88 -.60Geometry 2, Traffic Density 1

.85 -.60Geometry 2, Traffic Density 2 .95 .95

.80 -.64Geometry 2, Traffic Density 3 .99 .96
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measure down. Thus, there was a near-zero correlation for SEM lIt a different
correlation than that in the other datA.

It appears, then,. that there is probably some effect involving these procedural
differences between the two. experiments which caused a different relationship
between the two measures mentioned and this changed relationship probably
effected a difference in the delay factor between the two experiments to a
sufficient extent that the weights differed enough to cause the slight negative
relationship in.the delay factor between the two experiments, even thour,h, as
should be remembered, the same basic factor resulted.

Another comparison between the SEM I and SEM II factors was done in terms of an
index discussed by Harman (reference 4) which roughly resembles a coefficient
of correlation between factor score weights in two sets of factors. It also
ranges from -1.00 through zero to +1.00. It is referred to variously as the
coefficient of congruence or as the index of the degree of factorial similarity
or as phi.

The phi index is calculated essentially by computing a correlation between the
factor weights given for the original measures by the two factor sets being
compared. In this case, the phi indexes were computed for each of the six
combinations of the SEM I conditions. For the logically similar factors based
on the two experiments, again except for the delay factor, the correspondence
was quite good. The overall picture was similar to that just given in table 7
for the correlation coefficients.

In the case of the first three factors, the phi coefficients ranged between .60
and .94 for all days and conditions. They were usually in the .70's, .80's and
.90's. Of the six phi's computed for the six conditions of density and sector
for the delay factor, four were negative, one was moderate (.59), and one was
somewhat high (.76). In general, this phi analysis confirms the others above.

Finally. 

an important examination of the connection between the independent SEM
I factors and the SEM II derived factors was done using the judges' scores.
This analysis is important because it relates the two kinds of scoring methods
to the opinions of the controller judges who were on the scene during the SEM I
exercises. Multiple correlations against the opinion measurement were computed
using. separately. the two kinds of factor .scoring: externally based and
internally based; SEM I-based and SEM II-based. Because the two ratings (SEM
and CPM) were highly correlated. only one of them (CPM) was used in the

computations.

In the outcome, the multiple R's were quite similar regardless of which form of
weighting was used. There was only a .05 difference, in the multiple
correlation, R, at most, in favor of the SEM I self-generated factor scores for
any of the six sector-density combinations over the SEM II factor scorings for
the same data, as seen in table 8.

Recapitulating. 

we may say that the evidence has shown that the four factor
scores developed in the SEM II experiment Are also applicable to the SEM I
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TABLE 8

SEM I CELL BASED FACTOR SCORES AND SEM II FACTOR SCORES IN

RELATION TO SEM I JUDGES' RATINGS

Using SEM-II Factor Score
Coefficients to Create
Factor Scores

Using SEM-I Factor Score
Coefficients to Create
Factor Scores

(Factor Scores vs. Judges' Scores)

R R N

Sector 14, Density 1
Sector 14, Density 2
Sector 14, Density 3

.36
.46
.57

.42
.52
.62

31
31
29

Sector 16, Density 1
Sector 16, Density 2
Sector 16, Density 3

.47
.41
.59

40
.33
.63

31
31
30

(Factor Scores vs. Log of Judges' Scores)

Sector 14, Density 1
Sector 14, Density 2
Sector 14, Density 3

.39

.47

.54

.43

.47

.61

31
31
29

Sector 16, Density 1
Sector 16, Density 2
Sector 16, Density 3

.46

.42

.59

.39
.33

.62

31
31
30
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experiment's sector and geometry variations.
factors acount for a majority of the variance.

the fourIn both experiments,

There is evidence, although indirect, from other experiments which were not
directly comparable for various reasons, like thoRc of Boone (referenceR ~,6)
and Buckley (reference 2) that this factor structure has generality. In
Boone's experiment, he found somewhat similar factors even though dealing with
Academy trainees in early stages of training. He was, however, using the FAA
Technical Center ATC simulator that was used in this experiment and the SEM I
set of measures which were programmed into it. The factor analysis done by
Buckley in 1969 (reference 2) used hand-collected data and combined several
densities. However, there is so~e resemblance to the factors obtained here.

Having arrived at a small set of measures which seems to succinctly encompass
the important dimensions. of air traffic control system performance can be
important, if it is applied. For example, if most or all simulation
experiments are scored in terms of the same four factors, it may eventually be
possible to conduct meaningful comparisons about results obtained at different
times and in different places.

On the other hand, the basic or "raw" measures could be considered to be
"buried" in the four factor scores, especially since they 8;re necessarily of a
dimensionless standard score form. However, the more specific measures, such
as the number of altitude changes, can still be looked at by those with a
special interest in them. There is no inherent contradiction between being
interested in the specific and the general. At the very least, even if the
four factor scores do not replace the many specific measures, they should be
used as a short and meaningful way of summing up all of the several specific
simple measures.

An avenue was examined here for minimizing any possible disadvantages of the
use of standardized factor scores. An examination was made to see if one raw
score could be used to represent each of the four factors. Considered in the
decision were the correlation between each of the measures which entered into
each of the factor scores and the factor score it entered, the comparative
reliability coefficients of the measures within each factor, and whether the
measure consistently appeared in the respective factor across the two
experiments. The correlations between the factor scores and the observer
ratings were not considered to be a major element in the choice since the
purpose was to represent the already chosen factor score. As mentioned, one
consideration was the reliablity of the measure, especially between Days 2 and
3. These are shown in table 9. Another main consideration, the correlation
with the factor score itself, is shown for each factor in table 10.

Based on all of these considerations, then, one measure was chosen for each of
the four factors to be that factor's "primary" measure, i.e., a raw score
representative of the factor for those who prefer raw scores. The asterisks in
Tables 9 and 10 denote the measures which were chosen as the primary measures.

to the discussion of standard scores, it
have distinct advantages as well as

should be

potential
Returning now, however,
remembered that they
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TABLE 9

DAY TWO VERSUS DAY THREE RELIABILITY OF MEASURES WITHIN A FACTOR

Conflict Factor

r

Number of Four-Mile Conflicts
Number of Five-Mile Conflicts
Number of Three-Mile Conflicts
Duration of Four-Mile Conflicts
Duration of Five-Mile Conflicts
Duration of Three-Mile Conflicts

.69

.78

.41

.43

.64
.34

Occupancy Factor

.66

.54

.56

.69

Time Under Control
Distance Flown Under Control
Fuel Consumption Under Control
Time in Boundary

Communications Factor

.84

.85

.87

Path Changes
Number of Ground-to-Air Communications
Duration of Ground-to-Air Communications

Delay Factor

Total Delays
Total Delay Time

018
.15
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TABLE 10

CORRELATIONS OF MEASURES WITHIN A FACTOR WITH THE FACTOR

Conflict Factor

Day One Day Two Day Three

Number of Four-Mile Conflicts
Number of Five-Mile Conflicts
Number of Three-Mile Conflicts
Duration of Four-Mile Conflicts
Duration of Five-Mile Conflicts
Duration of Three-Mile Conflicts

.90

.81

.84

.89
.87

.82

.92

.82

.81

.91
.83

.79

.87

.87

.79

.87
.77

.77

Occupancy Factor

Day ThreeDay One Day Two

.94

.74

.91
.73

.97
.80

.91
.77

.99

.91

.93
.69

Time Under Control
Distanc~ Flown Under Control
Fuel Consumption Under Control
Time in Boundary

Communications Factor

Day One Day Two Day Three

.85

.91
.90

.89

.92
.93

.86

.89
.90

Patti Changes
Number of Ground-to-Air Comm.
Duration of Ground-to-Air Conm.

Delay Factor

Day ThreeDay One Day Two

.87

.87

.98

.98

.91

.91
Total Delays
Total Delay Time
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disadvantages. They will remind us. for example. that the results from any
real-time simulation are interpretable only in relative and not in absolute
terms. It is possible to interpret the standard scores in terms of the
percentiles they would represent in an assumed normal distribution as is often
done in large scale personnel testing situations. A related approach which
would not involve any assumption of normality would be interpretation in terms
of the percentiles for the scores from various experiments in terms of a
reference distribution. such as the SEl-l II data distribution. The SEM II data
distribution Is not large enough to be a general reference distribution and
certainly not large enough to do away with the need for control groups in
particular experiments. But if all experimenters used it as a distribution in
terms of which to generate standard scores for the four factors. then data
could be accruing for a common distribution into which all experimental data
could be translated in common terms.

An example of this is given in figure 11. As part of the process of

c.onstructing the power tables. it was necessary and desirable to put the data
from both experiments (SEM I and SEM II) into terms of the same scale
distribution so that the power tables would be useful over a range of sectors
and densities. The first step in accomplishing this was to bring the SEM I
runs from a 50-minute basis to a 60-minute basis by multiplying each run score

by sixty-fiftieths. This was specifically done for the power table preparationprocess. 
since it was desired that they be in hour-unit terms. It was also

done for figure 11. For the data which were used in most of the SEM I analytic
computations. it was felt that the prorating was !lot necessary. In generating
this new scale. for the power tables. the factor scores for both experilnents
were computed using the run scores from each of the experiments after they had
been converted into .standard score form based on the mean and variance from the
SEM II hour 5 data. They were given a mean of 500 and a standard deviation of
1 at the SEM II hour 5 point. For convenience. this was called the "thirdscale" 

to distinguish it from the standard score scales which had been used
individually in SEM I and SEM II. The new scale enabled the factor score
distributions from both experiments to be drawn on the same scale. This is
seen in figure 11, which shows both the data from each of the six

sector-density combinations of SEM I and the three days of SEM II.

From here on. the discussion will be in terms of the factor scores and the four
primary scores. Two other measures. which we will call auxiliary scores. will
also be carried along. These are the number of aircraft handled and fuel
consumption. The number of aircraft handled measure. in the SEM II level
density experiment. was very insensitive and was not entered into the factoranalysis. 

This was due more to the particular experimental design than to the
importance of the measure. and it should be kept as an auxiliary measure for
reaction to traffic density variations in more general situations. The fuel
consumption measure was entered into the factor analysis and formed part of one
of the factors. It is of particular operational relevance and it will also be
carried as a separate auxiliary measure.
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It is importa~t to point out that the factor scores and computations usi~g
them appearing in the tables in the balance of the report will be based on
scales which standardized the entire body of data from each experiment on
points within the respective experiments. In some cases there may be
slight differences between these later computations done o~ that basis» and
those appearing in the factor analytic and cross-validation sections
earlier in this present section because the earlier computations are based
on a day-by-day (SEM II) or a cell-by-cell separate standardization (SEM I)
with occasional truncations for various purposes.

It should be pointed out here, finally, that both the four factor scores
and the primary scores for each factor, and other raw scores of interest
could all be used by any given experimenter. The ATC simulator data
processor can immediately produce the four factor scores for any future
experiment in "third scale" terms, using the SEM II hour-five data as a
reference point.

IMPLICATIONS.

It has been seen that:

1. The same general factors were generated by the factor analysis
technique using the SEM I data and the SEM II data. The SEM II factors and
weights for the measures within the factors seem adequate to characterize
the SEM I data in all six combinations of sector geometry and traffic
density.

2. 

The fact that the measures are equally weighted within the SEM II
factors does not adversely impact their relationship with the controller
observer judgements, as compared to the relationship generated with the
same judgements by the original measures.

3. The factors found basically corresponded to those found
independent experiment involving controller trainees working at
lower level of difficulty (Boone, references 5,6).

in an
a much

4. 

It appears that, despite the wide range of conditions included in tllese
two exp~riments, the four factors adequately summarize experimental results
from ATC simulation experiments. The factors can be considered expressions
of the important basic dimensions of the measurement of air traffic control
system functioning in real time dynamic simulation experimentation.

5. It appears that the four factor scores may safely be used to represent
all of the other measures.

6. 

In view of the above, it appears permissible and efficient to report
experimental results in terms of the four factor scores, the four primary
measures corresponding to the factors, and the two auxiliary measures, the
number of aircraft handled and fuel consumption. It is suggested that all
future air traffic control simulation experiments use that set of measures,
as will be done in the balance of this report. Although it was not fully
carried out for this report, it is further suggested that the factor scores
in future work should use the "third scale standardization,"
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RELIABILITY COEFFICIENTS.

ANALYSIS. Reliability is defined as repeatability of measurement. To evaluate
reliability, it is necessary to have repeated sessions ("runs") which, as may
be seen from the experimental design (figure 8), was definitely achieved in the
second experiment. There were 12 i-hour runs performed by each subject
controller under essentially the same conditions except for the obvious and
unavoidable one of practice.

The major index of reliability used was the product moment coefficient of
correlation, or "r'o (see appendix C, Definitions), between runs. This was
done also for the data in the first experiment, although in that case, there
were only 2 similar runs (runs by the same subject under the same conditions),
not 12.

Table 11 shows the reliabiity coefficients for the set of measures which will
be used from here on; the four factor scores and their corresponding primary
measures, and the two auxiliary measures, the number of aircraft handled and
fuel consumption. Shown are the SEM I and SEM II reliability coefficients for
these measures as estimated by the correlation between 2 runs. The SEM I runs
were 50 minutes in length, as discussed earlier, and as is shown in the Table.
The correlations shown are those obtained when the SE~1 I data were scored using
the SEM II measurements as defined in appendix A. In the case of the four
factor scores, the SEM I computations used the first scale, and the SEM II
calculations used the second scale, as will be usual.

In the case of the SEM II data, data aggregation was also possible. Table 11
shows the increase in reliability which results from the aggregation of the
data into 4-hour chunks by averaging. The effect of this increased
reliablililty which can be obtained by the process of averaging will re shown
in a later discussion of statistical power.

A comparison of these reliability coefficient data can be made with only one
other experiment in the small literature on ATC simulation, the 1969 experiment
by Buckley et al. (reference 2). Another possible source, the experiment by
Boone (references 5 and 6) on controller trainees which used basically the SEM
I methods and measures, did not cite reliabilities. There are some data from
the 1969 experiment shown in table 11, and it can be seen that moderate
reliabilities were found; somewhat higher for the measures delay time and
conflictions than were attained in the present work. It is interesting that
the experiment was done using paper and pencil data taking, not computer data
collection or target generation. In the case of the confliction count, the
occurrence of a confliction was scored by the judgement of three observing
controllers, and delay times were written down by the simulator pilots.

Another way of examining the repeatability of statistical data is in terms of
the standard error of measurement (see appendix C. Definitions). In general
terms. this index gives an error band for a single score or measurement such
that the probabilities can be stated that the "true" score or value is within
the stated range. The computati.on of the index depends on the reliability
coefficient and the variance. which expresses the range of individual
differences among the subjects.

[,,1



TABLE 11

RELIABILITY COEFFICIENTS

SEM I
Run

vs
Run

Run 3
vs

Run 4

SEM II
Run 5 Day 1

VB VB

Run 6 Day 2

Day 2
vs

Day 3
1969Exper.

Measure

.48 .59-.10 .68 .65Confliction Factor

.75 .46 .39 .58 .63Occupancy Factor

.69 .83 .84 .85 .87CQmmunications Factor

-.38 .20 -.08 .20 .15Delay Factor

.48 .60 .72 .78

No. 

of 5-Mi. Conflictions .62 .06

.45 .84 .45 .43 .53 .66A/C Time Under Control

.80 .85 .85 .87 .87.56Duration of G/A Contacts

.39 -.29 -.07 -.05 .15 .15Total Delay Time

.36 .27 -.04 -.04 .40 .21No. of A/C Handled

.65 .56Fuel Used Under Control .73 .38 .26

~

14(Gl 14 14 14 14Sector

med med(D2) med med med medDensity

27 39 39 39 39No. Subjects (N). Factors

36 27 39 or 38 39 or 38 39 39No. Subjects (N). Measures

60 60 60 60Minutes of Operational Data 60 so
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Standard errors of measurement computed for the factor scores and the six other
measures which were listed above were computed based on l-hour runs from both
experiments, and these are given in table 12. For the scores given in the
table, the probabilities are .95 that the "true" value is within the range
given. Thus, for example, it may be seen that a delay time score of 78 seconds
per hour based on a single l-hour middle traffic density run in SEM I could, in
fact, stand for delay time run scores ranging from 0 to 1331 seconds (22.7.
minutes). For SEM II, the standard error of measurement obta tIled by using tilt'
first four runs aggregated is also shown. In this particular table, in order to
facilitate comparisons, all calculations involving factor scores were done
using the third scale. However, it might be pointed out that, in any case, the
three scales are very highly correlated (.98 or higher) and differed mainly in
the means.

As has been said, in addition to the objective measurements, there were also
ratings made of performance. It will be remembered that there w.ere two
observers standing behind the controllers when they were controlling the
simulated traffic. There were eight such observers and schedules were arranged
so that they would be paired in all possible combinations. The observer/judges
were qualified field controllers from facilities other than those of the
subjects. The average of the two judges' opinions was used as the score for
the run on this kind of data. The basic purpose of this rating process was to
gain another kind of criterion against which to compare the objective measures.
It was important to optimize the reliability of the ratings since they were to
be used as an external criterion against which to check the objective measures.
Therefore, the field controller judges received careful training in the rating
process before the experiment began.

In considering the reliability of the ratings, it was possible to estimate this
quality using two approaches. In one approach, the .~greement between two
judges observing the same occasion was considered. The inter-judge agreement
was computed using the intra-class correlation (See appendix C for definition).
In the other approach, the average of the two judges' ratings of a given kind
(SEM or CPM) for a given run, which was always used as the rating of that kind
for the session, was examined. Here, the run-to-run reliability of the average
of the two ratings was examined. These two approaches were used in both
experiments.

In table 13, the computed data on inter-judge agree.Dent at ~ given session
appear for both experiments. In table 14, the data are given for the
run-to-run agreement for the average rating of a given type by the two judees
watching the same runs. In the case of the SEM II data, it was also possible
to examine the effects of day level aggregation as had been done with the other
measures, and these day-to-day product moment correlations are also shown.
Both the CPM and SEM ratings are not always shown; they were consistently found
so highly correlated with each other in a given session (usually well over
.85), that frequently only one of them was used in some calcIJlations.
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TABLE 12

STANDARD ERROR OF MEASUREMENT

tlith 0.95 probability, the true value would
lie between limits of:

SEM I (Gl D2) SEMII (Gl D2)
Avg. of 2 Runs Avg. of 5th & Day 2 (Avg.

6th Runs of Runs 5-8)
If Measured
Value Were:Measure

500.Conflict. Factor 495.64-504.36 498.91-501.09 499.24-500.76
Occup. Factor 500. 497.60-502.40 498.99-501.01 498.97-501.03
Comma Factor 500. 499.27-500.73 499.42-500.58 499.34-500.66
Delay Factor 500. 495.80-504.20 498.86-501.14 499.21-500.78

No. 

of 5-mi.
Conflictions

6 per hr. 0-14.3 1.8-10.2 3.4-8.5

A/C Time Under
Control

550 min./hr. 517-583 534-566 532-568

Dura. of G/A
Contacts

650 sec./hr. 572-728 570-730 565-735

Total Delay Time 78 sec./hr.

0-1331.

0-567 0-342

No. 

A/C Handled 47/hr. 46.4-47.6 46.3-47.7 46.7-47.3
Fuel Used Under
Control

104-120 107-117 108-116112
thousand1bs./hr.
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TABLE 13

INTER-OBSERVER AGREEMENT (INTRA-CLASS CORRELATIONS)

SEM I Sector-Geometry -Replicate Cells

G101
R1 R2

Gl D2
Rl R2

Gl D3
Rl R2

G2 Dl
Rl R2

G202
Rl R2

G2 DJ

Rl R2

.17 .06 .61 .56 .46 .44 .13 .43 .48 .44 .55 .39

.28 .32 .52 .73 .72 .45 .65 .65 .50 .45 .62 .31

SEM II

Hour
61 2 3 4 5 7 8 9 10 11 12

.64 .64 .40 .43 .30 .32 .58 .69 .50 .53 .44 .66

.53 .57 .43 .35 .45 .40 .42 ..57 .58 .55 .43 .65
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TABLE 14

RATING RELIABILITY

SEl-f I
(Run-Run by Cell

Gl U3 G2 DlG101 GI02 G202 G2 D3

8EM .14 .27 .34 .04 .09 .48

N 24 27 24 25 27 28

CPM .20 ~37 .42 .52 .01 .38

N 25 27 28 25 27 29

1 vs 2 3 vs 4

SEM II

(Hours)
5 vs 6 7 vs 8 9 vs 10 11 vs 12

SEM .15 .55 .37 .31 .39 .50

CPM .25 .57 .23 .29 .23 .55

N 31 39 39 32

31

39

Day 1 to Day 2

SEM II

(Day-Day)
Day 2 to Day 3

SEM .64 .64

CPM .64 .69

N 39 39
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The size of the inter-judge agreeements found here is fair but changes from
time to time. In the Boone experiment, the interclass correlation expressing
agreement between instructors who were rating trainees executing simulation
problems was .56. In the 1969 experiment, the median interclass correlation
between observers rating in a session was .5~. Cobb's study (reference 7)
found moderately high agreement between field supervisors of controllers.

In evaluating the rating data in the two SEM experiments, it is important to
pause and discuss two things. One is the fact that these judges were
well-trained and practiced in observing the same exercises and people. It is
also important to discuss the intended use of these ratings. They were not an
external criterion such that the value of the objective measures woul,i stand or
fall with them; they were for corroboration and for making comparative
judgements as to combinations of the objective measures. The ratings were not
considered to be inherently superior to the objective measures; in fact,
special efforts were rnade to overcome the normal inferior reliability of
ratings as compared to objective measures. For training the observers, there
was a week set aside for the observers before each experiment il1 which they
observed the traffic samples which were to be used in the experiment, worked
this traffic themselves, rated each other, and discussed the meanings of the
rating scales.

When considering the ratings, it is important to remember that these were not
taken in a typical rating situation, such as, for eKample. the
over-the-shoulder rating taken in a facility, which might show lower

I

reliability. These ratings should be considered as special ratings for a
special purpose.

IMPLICATIONS.

It can be seen that

1. 

The reliability of the objective measures taken in these dynamic
simulations was fair, considering the dynamic situation, but was found to be
improved by data aggregation. When improved by aggregation, it can be brought
to quite high levels. However, refinement of the initial measure collection
process itself may also be needed.

2. Reliability was not appreciably better in SEt-f I[ than in SEt'I I even though
better measure definitions and stricter procedures were used in SEM II (as was
discussed under procedures). However. the use of aggregation was possible in
SEM II to increase the relaiability.

3. Reliability of the judges' ratings was adequate to the purpose here, but in
line with typical results with subjective ratings.

4. Later discussions will carry the matter of measure reliability into the
realm of statistical power in which the reliability coefficients and the
standard deviation, or variation, of the data are used in planning experimental
designs.
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CORRELATIONS WITH OBSERVERS' RATINGS.

ANALYSIS. Objective measures of system performance and subjective observer
ratings may each be said to have their own advantages and disadvantages. On
the one hand. the advantage of objectivity would be difficult to overstate. On
the other hand. objective measures can sometimes turn out to be meaningless and
their validity and meaningfulness must be verified by comparing them to the
judgments of experienced observers.

Evaluations by people very familiar with a task can be useful for certain
purposes. However, as is commonly known and accepted, a difficulty with such
subjective ratings is their frequent unreliability. The ideal is objective
measures which are reliable and which can be shown to be meaningful by
demonstrating a strong relationship to subjective evaluations by knowledgeable
persons. The demonstration of such a relationship for the objective measures
of air traffic co?trol system performance is what will be examined in this
section.

We will first examine relationships between some of the individual objective
measures and the ratings in the SEM I and SEM II experiments. Table 15 gives
the product moment correlations between these measures and the observer
ratings. For the SEM I experiment, the correlations are given separately for
each sector-traffic density combination. The average of the two replicate runs
in each cell was used. For the SEM II experiment, correlations based on the
average of two runs are also shown. Runs 5 and 6 were chosen as occurring
somewhat after an initial learning period (which will be discussed later). For
all factor scores, the third scale values were used.

Also shown in table 15 is the effect of the further aggregation which was
possible using the SEM II data with its many replications. The data for the
first 4 runs (of the 12 runs in SEM II), the second 4 runs, and the third 4
runs have been separately aggregated into day-level aggregations. The
statistical significance level for the correlations (see appendix C) is also
shown in the table.

The multiple correlation (R) is the correlation between a linear combination of
variables and some other variable (for an exact definition, see appendix C).
Here it is the correlation between the set of the four factor scores taken in
combination and one of the ratings, or, similarly, the set of the four primary
measures and one of the ratings. Table 16 shows these multiple correlations
for each of the six geography-density combinations in the SEM I experiment.
Shown are the multiple correlations based on the averages of the 2 runs in each
cell for the SEM II measure set applied to the SEM I basic data. Also shown
are the effects of using the logarithmic transformation in the process.

For gEM II, the multiple correlations are shown in table 17. The SEM II
multiple correlations are shown as computed using the average of 2 runs as was
done in gEM I, here using runs 5 and 6, and also as computed using the
day-level aggregated data. Again the effects of the logarithmic transformation

are shown.
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TABLE 16

MULTIPLE CORRELATION (R) OF FACTORS ANn LEADING MEASURES ON RATINGS. SEM I

Regression Cells (2 hours)
3-D3Gl 4-01G2

i-D!G!

2-D2Gl S-D2G2 6-D3G2

Factors
Factors
Measuref
Measuref

.40

.38

.39

.36

.14

.32
.54

.49

.76

.64

.71
.62

.52
.47

.39

.28

.50

.46

.41

.39

.60

.60

.59

.65

.40

.37

.42

.38

.41

.38

.34

.32
.33

.31

.33

.31

.76
.64

.75

.62

.75

.62

.52
.47

.52
.47

.52
.47

.49

.45

.50

.47

.50

.46

.60

.60

.58

.59

.58

.59

Log of Factors on SEM
Log of Factors on CPM
Factors on Log of SEM
Factors on Log of CPM
Log of Factors on log of SEM
Log of Factors on log of CPM

.35

.28

.40

.36
.36
.29

.57

.50

.53

.48

.56

.49

.75

.65

.69

.61

.72

.63

.41

.33
.39

.29

.41

.33

.48

.47

.41

.40

.47

.48

.48

.57

.57

.63

.46

.55

Log of Measures on SEM
Log of Measures on CPM
Measures on log of SEM
Measures on log of CPM
Log of Measures on log of SEM
Log of Measures on log of CPM

31
.55

30
.55

29
.56

31
.55

31
.55

30
.55

N
R for .05 Stat. Sign.

Transformation used for logorithmic cases was log (X+l).

NOTE:

51

on SEM
on CPM

.on SEM
I on CPM



TABLE 17

MULTIPLE CORRELATION (R) OF FACTORS AND LEADING MEASURES ON RATINGS, SEM TI

Regression Hours 5 & 6
(2 hour data)

Day 2 Day 3
(4 hours data)

Day 1

Factors on SEM
Factors on CPM
Measures on SEM
Measures on CPM

.60

.62

.63

.61

.73

.73

.65

.65

.71

.74

.68

.70

.59

.n2

.58

.59

.71
.74

.73
.73

.73
.7'3

.60

.62

.60

.60

.60

.60

.73

.73

.79

.79

.75

.79

.59

.63

.61

.6/+

.;'1
.64

Log of Factors on SE~1
Log of Factors on CPM
Factors on log of SEM
Factors on log of CPM
Log of Factors on log of SEM
Log of Factors on log of CPM

.65

.69

.72

.71

.72
.70

.57

.58

.62

.1:12

.1:10

.61

.63

.61

.65

.60

.64

.60

.69

.68

.72

.73

.73

.73

Log of Measures on SEM
Log of Measures on CPf'1
Measures on log of SEM
Measures on log of CPM
Log of Measures on log of SEM
Log of Measures on log of CPM

39
.48

39
.4~

39
.48

39
.4R

N
R for 0.05 Stat. Sign. Level

Transformation used for logarithmic cases was log (X+l).

NOTE:
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The sizes of the multiple correlations vary with the conditions, such as sector
and density and hour and day. The multiple correlations of the corresponding
primary measures are quite similar to those for the factor scores. The SEM I
multiple correlations based on 2 hours of data for the factor scores with the
SEM and CPM ratings range through the .40's and .50's for the most part. The
SEM II R's based on 2 hours of data are generally in the .60's. The day level
R's, based on 4 hours of data, run in the 60's and 70's, and sometimes higher.
The sizes of multiple correlations which meet the .05 level of statistical
significance for these sample sizes and numbers of variables are shown in the
tables; some of the correlations do not meet these levels; at least in the SEM I
data. However, the multiple correlations can be considered good for behavioral
data, particularly in the S~:M II day-level data.

Let us look at some analogous results from similar experiments. In the 1969
experiment (reference 2), the 2-hour data correlated with the observer ratings
at about .17 to .48, and multiple correlations (R's) were about .45. Boone
(references 5,6) did not do individual correlations but found R's of about .53
between objective measures in combination and over-the-shou1der ratings by
instructors.

In general, it appears that there is a good relationship between the objective
measures taken in the present studies and the subjective ratings when the
objective measures are taken in combination. The high relationships (around
.70) for the day-level data are noteworthy.

IMPLICATIONS. The important issue here was whether there was some reasonable
agreement between the objective performance measures taken in simulation and
what a controller would think from watching the run. The answer is in the
affirmative.

PRACTICE AND LEARNING EFFECTS IN ATC SIMULATION EXPERIMENTS-

ANALYSIS. The SEM II data, in addition to fulfilling its major purpose of
studying the stability of a group of measurements used to quantify simulation
performance, also provided information on the effects of learning ~uring dynamic
ATC simulation experiments. The extent to which the process of familiarization
and/or learning in the air traffic control simulation environment affects the
measurements taken has usually been assumed to be slight since controllers are
already well-trained and are "used to" air traffic control. The 12 hours of SEM
II runs can be regarded as a course of training, or at least practice, since all
other things were the same; system changes were not being made and the traffic
samples were being changed only slightly.

The experiment was carefully designed to minimize and eliminate any effect of
traffic sample differences while at the same time eliminating both actual
extreme simple repetition of traffic samples and any possible sequence effects
of different traffic samples.

The major techniques used to accomplish this were the design of the traffic
samples and the utilization of latin square counterbalancing. There were four
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traffic samples in all, and these were repeated three times by each subject.
One of the samples was repeated three :.imes without any change, except in the
aircraft identities. The other three samples were based on the first arid
differed from it only in that the starting times of the individual aircraft
were shuffled slightly (three times to make the three samples). The same basic
aircraft appeared in all samples at about the same entry time and the ~umber of
aircraft scheduled to be present was kept approximately the same throughout the
i-hour planned exercise (after the traffic bUildup). Alrtraft identities fdr
these latter three samples were also changed on each of the 3 days. These
three samples were arranged in a latin square to counterbalance any effects
they might have. The samples were given to four subgroups of the subjects in
four different .orders in accordance with the latin square. It was felt that
since the samples were so similar and were balanced across subjects that a~y
effects they or their order of administration might have would be nullified by
the experimental design. The experimental design is shown i~ detail in figure
8 above.

Curves indicating the time courses of the measures over the 12 hours are shown
in figure 12. Plots are presented for th~ means and standard deviation of the
factor scores and the primary and auxiliary measures. These curves are based
on the 24 subjects who missed no runs whatever. As can be seen there were
large changes between the first and fourth runs, and comparative stabilization
thereafter. Because of the exp~rimental design, traffic samples and orders are
balanced in these curves.

An analysis of variance confirmed that there were differences alnong the 12 time
periods. as was seen in the graphs. for almost all measures. Prior to the
analysis of variance. the test fat symmetry was done and. as may be seen in the
table. the conservative degrees of freedom were used when needed. The analysis
appears in table 18.

An orthogonal components test was done to see ~t about what run levelling off
occurred. This appears in table 19 for the plotted measures. For most
measures, levelling off occurs by the fifth or sixth hour.

Table 20 sho!lls the percentages of variance due to persons and hours. The
technique is from Gaebelin and Soderquist (reference 8). It is of interest
here in that it shows that although the variation due to practice is
considerable, in most variables the variation due to individual differences
among controllers is nonetheless greater, and also that individuals differ
somewhat in their reaction to practice, as is indicated by the interaction
variance.

The next analysis asks if the data ever did reach an asymptote. It seems from
the plots of the successive hours that it did, but there is a danger that if
one looks only at the day-level data, the erroneous conclusion could be reached
that it is headed further down. For this reason, the plots and analysis of the
data considered at the day level are of interest. The 3 day level averages are
plotted in figure 13, and the ,~nalysis of variance table for these plotted
means is presented in table 21. Also shown in the analysis of variance table
is the critical difference for Tukey's HSD test (see appendiK C for
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TABLE 19

ORTHOGONAL ANALYSIS: SUCCESSIVE SIMULATION HOURS

Confliction
Factor

F P/.O5

Occupancy
Factor

F P/.OS

Delay
Factor

Communication
Factor

F P/.OS p/.OSComparison F

32.52 .00 6.12 .01 61.94 .00 97.43Hour 1 vs rest .00

0.78 27Hour 2 vs rest .38 1.23 43.73 .00 4.87 .03

3.67 .06 0.86 .35 33.35 .00 .42 .52Hour 3 vs rest

.93 .02 .89Hour 4 vs rest 3.18 .08 0.01 6.24 .01

2.34 0.98 .32 19.08 .65.13 .00 .42Hour 5 vs rest

0.98 .32 4.78 .03 .02 .88.66 .42Hour 6 vs rest

1.65 .20 2.20 .14 2.96 .09 .01 .94Hour 7 vs rest

.06 .80 .09 .77 .04 .84.55 .46Hour 8 vs rest

.74.52 .47 .50 .48 1.66 .20 .11Hour 9 vs rest

.891.50 .22 .08 .78 .42 .52 .02Hour 10 vs rest

.59 .43 .51 .05 .82.35 .56 .29Hour 11 vs rest

*This test compares the first hour's value to the mean of the last 11 values
the second hour's value to the mean of the last 10 values, etc. It is
concluded that the values have stabilized when the difference is not
significant at the .05 level.
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TABLE 19 (CONTINUED)

ORTHOGONAL ANALYSIS: SUCCESSIVE SIMULATION HOURS

~umber of
Conflictions

F P/.OS

Tim~ Unqer
Control
F P/.05

Duration G/A
Communications

F P/.OS

Total Delay
Time

Comparison F P/.O5

7.75Hour 1 vs rest .01 4.07 .04 105..61 .00 79.44 .00

1.02Hour 2 vs rest .31 0.58 0.45 57.24 .00 2.46 .12

1.45 .23Hour 3 vs rest 0.28 0.60 37.74 .00 .06 .81

Hour 4 vs rest 3.22 .OJ 0.05 .83 9.63 .00 .01 .93

Hour 5 vs rest .1.6 .68 .74 .39 22.44 .00 .49 .48

Hour 6 vs rest .55 .46 1.16 .28 4.71 .03 .00 .48

Hour 7 vs rest 2.07 .15 2.46 0.12 2.54 .11 .00 .97

Hour 8 vs rest .26 .61 0.08 0.77 .28 .60 .01 .92

Hour 9 vs rest .22 .64 0.26 0.61 1.55 .21 .94.01

Hour 10 vs rest .81 .37 0.07 0.79 .13 .72 .01 .93

Hour 11 vs rest .52 .47 0.36 0.55 .01 .91 .02 .90
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TABLE 19 (CONTINUED)

ORTHOGONAL ANALYSIS: SUCCESSIVE SIMULATION HOURS

No. A/C
Handled

F

Fuel
Consumption
F p/.OSComparison P/.OS

24.82 .00 7.891 vs rest .01

.47 .49 1.66 .20Hour 2 vs rest

.00 .97 1.94 .17Hour 3 vs rest

.58 .45 0.0 .97Hour 4 vs rest

1.60 .21 0.66 .42Hour 5 vs rest

.05 .81 1.79 .18Hour 6 vs rest

.02 .89 1.56 .217 vs rest

.03 .87 0.06 .808 vs rest

.83.05 0.35 .559 vs rest

.60 .44 0.42 .5210 vs rest

.07 .79 0.04 .85Hour 11 vs rest
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5-MILE CONFLICTIONS PER HOUR
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FIGURE 13. PLOT OF DAY MEANS
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explanation). The underlined differcLll..es are significant at the five percent
level. From the Tukey test» it is apparent that the differences involving the
first day are those which result in significant differences between days»
whereas in most measures the differences between the second and third days are
not significant. This would seem to indicate that stabilization occurs after
the first day in most cases. Table 22 gives the percent of variance
attributable to days (not hours this time) and persons» and» finally, the day
means themselves are shown in table 23.

IMPLICATIONS. It has been shown that:

There is in general a massive learning effect of the first 4 runs in this type
of experiment. The best procedure, then, for the usual simulation experiment,
would be the provision of 2 hours of familiarization plus about 4 runs in each
experimental condition of importance before beginning to save data.

THE EFFECTS OF SECTOR GEOMETRY AND DENSITY ON SYSTEM PERFORMANCE MEASUREMENTS.---

ANALYSIS. One of the persistent problems in approaching the planning and
executio~ of an experiment utilizing real-time simulation to compare systems or
concepts for the en route air traffic control system is the selection of a
particular sector and traffic density level to use in the experiment. These
two aspects of the stimulus situation which the system, however large or small,
will face may have some impact on the outcome of the experiment. Unless we
have some knowledge of their effects, we have an area of ignorance which will
impede our planning, execution, and interpretation of all experimental system
evaluations required in the future.

FrequentlYt for examplet it is necessary to repeat experimental sessions with
the same controllers. If we could say that the geometric shape of the sector
chosen had no real impactt then we could use sectors interchangeably in the
various experimental system modificationst thus avoiding boredom and extreme
practice effects. If the level of difficulty of different sector-density
combinations did not differ much, then these could be considered as parallel
forms of a test and used interchangeably, or one standard sector could be tJsed
for all experiments, and sampling several sectors need not be considered.

The SEM I experiment was designed to explore these issues, among others. Its
design (figure 7) involved two sectors and three traffic densities. The
sectors were chosen to represent two extremely different geometries; one was
quite long and narrow, the other was almost circular. Controllers were asked
to select two contrasting sector shapes. The traffic levels were chosen such
that the planned number of aircraft present to the controller at all times was
the same over the time course of the problems, and the same i[1 both sectors.
The three density levels were defined in terms of the number present at all
times, in the planned traffic sample. Three density levels, roughly
representing, in controller opinion, low, medium and high difficulty levels for
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TABLE 22

PERCENT OF VARI"\r\(:~ PUE TO DAYS AND PERSONS

Percent of Variance Due to:
Persons Days Interaction

Factors:

60
50
70
21

10
1

16
28

30
49
14
51

Confliction Factor
Occupancy Factor
Communication Factor
Delay Factor

Primary Measures:
No. of Conflictions (5)
Time Under Control
Duration of G/A Comrn.
Total Delay Time

68
50
67
22

4
1

21
22

28
48
12
57

Auxiliary Measures:
No. of AfC Handled
Fuel Consumption

26
51

15
2

58
47
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our planned single controller "teams" were chosen. Each controller began 01\
one of the two sectors after considerable verbal orient;ttion and one or two
practice runs. Half of the subjects began with one of the sectors alld 11;.\ if
began with the other sector. Each did a low, medium alld high density tr;:t[f if:
hour, repeated that sequence in the same sector, and then went to other sect()I~
and did the same. About four I-hour runs were done each day.

Entering the evaluation, the expectation was that sector geometry as such WOII!.!
make little differencet because the number of aircraft simultaneously presel\t
in each of the two sectors had been set to be about the same. Thi~, it was

thoughtt especially since very extreme geometries had been chosen in the first
instancet would allow acceptance of the principle that sector geometry as such
made very little differencet if traffic level were controlled. Establishmel1t
of this principlet it was fe~t would simplify the decisions to be mad", by
future experimenters in arranging traffic samples for systelll evaluations.

The reduction, .which was discussed earlier, of the number of me,'lsures to bt.:
examined makes the task of examining the data considerably more feasible a11c1
bearable than it would have been without that reduction.

The analysis used followed the experimental design and was a repeated measures
analysis of variance performed on each of the measures to be examined. Thesc~
were the four factor scores, the four primary scores, the number of aircraft
handled, and the fuel consumption model index. The data for 27 subjects were
available for use in this particular analysis.

The analysis of variance table is presented in table 24 for the ten measures
mentioned above. The major fact to note is that in all ten measures the
interaction between sector and density is statistically significant, at the .05level. 

It is plain that traffic density always is a significant factor, as was
clearly expectable. Also, in all but two of the ten measures, there is a
significant effect of sector geometry, and even these two measures approach
significance, being significant at the .09 and .11 levels. The
Greenhouse-Geiser (see appendix C) conservative degrees of freedom, which
probably are appropriate here, were examined and it was seen that their use
would not impact the interpretation of significlince.

The major factor worthy of attention is the interaction which we have seCl1.
While this was not the expected outcome, it can be just as useful in assisting
the planning of system tests. The interaction can be seen visually by looking
back at figut:e 11. In that figure, it can be seen that for the measure sector
occupancy, for example, scores were rather similar as to location of their
distributions on our common scale for Geometry l-Density 2 and Geometry
2-Density 3. Similar equi'~alence points could be empiricAlly found for other

m~asures. This means that a way has been shown, although not fully developed,
to generate problems of equivalent, and thus interchangeable, difficulty.
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TABLE 24

SECTor, AND DENSITYANALYSIS OF VARIANCE TABLE:

Density
df

Geometry by Dens.
F df P

Geometry
df

Test
MealOure F p pF

5.51 1/26 .027 46.09 2/52 .00 2/5211.65 .00Confliction Factor

206.67 2/52 .00462.28 1/26 .00 2846.90 2/52 .00Occupancy Factor

89.51 1/26 .00 511.52 2/52 .00 61.02 2/52Communications Fac. .00

2/52 .0039.51 1/26 .00 82.64 2/52 .00 46.41Delay Factor

3.12 1/26 .085 82.48 2/52 .00 13.91 2/52 .00Confliction (5 mi.)

71.68 2/52Time Under Control 71.98 1/26 .00 1313.51 2/52 .00 .00

2/5254.85 1/26 .00 503.20 2/52 .00 66.60 .00Duration Ground-Air
Contacts

2.72 1/26 2/52 .00 15.35 2/52 .00.11 43.26Total Delay Time

2/521/26 .00 6785.20 2/52 .00 73.15 .00r'10. of A/C Handled 117.25

1/26 1858.60 2/52 .00 302.92 2/52 .00

Fuel. 

Consumption 532.62 .00
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The sector-density interaction was significant in all of the measures. For
this reason, the averages for the six cells rather than for the two sectors and
the three densities, separately considered, are given in table 25. For the
factor scores, the averages are given on the common scale and are given in raw
score form for the other major measures.

Table 26 presents similar information but in a different way. It presents the
percentage of variance due to the major dimensions of the analysis of variance.
In this case, these source dimensions are sector and density, their
interaction, and the individual differences due to controllers.

As to the sources of variance generation, the obvious expectation was that the
extremes of traffic density used here would generate the most difference in the
scores, with individual differences in the performance of the sample of
controllers being the next largest source, and geometry coming last. Of
course, the facts are not that simple. There is complex interaction involved,
and the results are not the same for all of the measures. It is true, for
example, that the traffic density levelS used here do generate between 20 and
60 percent of the variance or more in the cases of most of the ten measures.
About as often as not, however, geometry outweighs the effect of individual
differences among controllers. Again, the interaction between geometry and
density is seen to be very important, and the overall interaction is also seen
to contain a great deal of the variance.

Another approach to the disentanglement of this area was attempted by examining
the correlations between the scores obtained .on the various measures by the
individual controllers in the several circumstances. .It was the thought that
the effects of sector and density could be more legitimately minimized in
planning experiments if individuals performed about the same in the several
sector-density combinations which had been tested. For example» it was thought
that the correlation would be higher between geometries at the same traffic
density level» than between traffic density levels controlled in the same
sector geometry. The data on these two types of correlation: between
geometries at a given density and between densities at a given geometry» are
presented in tables 27 and 28 respectively.

It is clear that the data again did not follow expectations: the correlations
are higher across densities for the same geometry. This might lead us to
wonder if geometry should not be considered somewhat more powerful than
indicated in the other analyses. However, there may be another explanation.
It will be remembered from the discussion of procedure that the subjects did
all of their runs on one of the geometries before shifting to the other.
Considering the finding of the other (SEM II) experiment about how the
correlation between runs decreases with their distance apart in time, it
appears possible that this correlation is due to the sequence of executing the
runs. At the time SEM I was planned, the sequence seemed the best way to run
the experiment, but it probably is responsible for this finding.

There Is 11 more positive aspect to this result, however. This is the fact that
these correlations do exist and in some cases are fairly substantial between
the performances under different circumstances by the controllers. For example,
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TABLE 2S

MEAN VALUES IN SECTOR-DENSITY COMBINATIONS

Gl
D2

G2
02Dl D3 Dl 03

Measures

49.26 49.77 49.92 49.41 49.37 49.74Cfl. Factor

45.14 49.82 52.04 44.29 46.44 48.99Occ. Factor

47.60 50.03 51.02 47.31 48.24 49.71

Com. 

Factor

49.06 49.77 51.39 49.22 49.02 49.71Delay Factor

No. of S-M:Confl./Hr. 1.98 8.82 11.84 4.28 4.64 10.36

512.9304.7 507.7 588.3 283.5 392.5Time Under Control
Min./Hr.

476.8 793.7 908.4 483.6 598.8 764.4

Dur. 

A/G Com. Sec./Hr.

974.4Total Delay Time, Sec./Hr. 141.4 658.6 2216.7 442.8 483.6

No. A/C Handled/Hr. 33.6 49.0 55.1 32.8 49.7 59.1

Fuel Consumption lb./Hr. 59.428 106.645 141,062 46,861 64.266 87,091

NOTE: Data based on 50 minute samples, reduced to hourly rate for measures.
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TABLE 26

.
T~E PERCENTAGE OF VARIANCE DUE TO SECTOR AND DENSITY

Persons Density

Geom. 

X Dens. Remaining
Interaction

Geometry
Measure

7 3Conflict Factor 20 11 59

2 23 65 7Occupancy Factor 3

8 16 57 8

11

Communication Factor

7 14 28 20 31Delay Factor

No. of 5-Mile Conf. 9 1 34 11 45

Time Under Control 2 11 75 5 7

Dura. G/A Contacts 17 10 S3 9 11

Total Delay Time 12 2 17 11 58

No. A/C Hold 0 1 96 2 1

1 27Fuel Consumption 69 2 1
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TABLE 27

CROSS-CONDITION CORRELATIONS: ACROSS GEOMETRY AT A GIVEN DENSITY*

D-l
G-l/G-2

D-2
G-l/G-2

D-3
G-l/G-2

Factor Scores:

.20

.117

.36

.04

-.09

.55

.39

.02

-.14

.65

.54

.30

Conflict Factor
Occupancy Factor
Communication Factor
Delay Factor

.41

.67

.64
-.15

.10

.58

.61

.01

.14

.62

.71

.01

Primary Measures:
Number of Conflictions
Time Under Control
Duration of Ground-Air Com.
Total Delay Time

Auxilary Measures:
Number of Aircraft Handled
Fuel Consumption

-.02

.59
-.06

+.54
.32
.57

*Two run average

71



TABLE 28

CROSS-CONDITION CORRELATtO~S: ACROSS DENSiTY AT A GIVEN GEOMETRY*

G-l
D-2/D-3D;;.1/D-2 D-l/D-3

Factor Scores:
Conflict Factor
Occupancy Factor
Communication Factor
Delay Factor

-.01

.69

.73

.10

..38

.89

.82

.61

.02

.71

.64

-.04

.01

.87

.88

-017

.40
.93

.90

.45

.16
.86

.81
-.18

Primary Measures:
Number of Conflictions
Time Under Control
Duration of Ground-Air Com.
Total Delay Time

Auxiliary Measures:
Number of Aircraft Handled
Fuel Consumption

.29

.83
-.10

.86
-.20

.83

G-2
D-2/D-3D-l/D-2 D-l/D-3

Factor Scores:
Conflict Factor
Occupancy Factor
Communication Factor
Delay Factor

.50

.78

.71
.69

.64
.78

.63

.44

.34

.79

.49
.41

.42

.83

.78

086

.56

.87

.75

.60

.21
.87

.74

.51

.

Primary Measures:
Number of Conflictions
Time Under Control
Duration of Ground-Air Com.
Total Delay Time

Auxiliary Measures:
Number of Aircraft Handled
Fuel Consumption

.03

.74
.11
.79

.28

.79

*Two run average
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In the data in table 27 it can be seen that the correlations of the occupancy
factor score from sector to sector are .67. .55 and .65 at each of the three
traffic densities. and some other correlations are of fair sizes. In table 28.
the correlations of the performance scores between the middle ,'1nd high density
levels of traffic are quite high. often above the 50's. for both sectors.

It appears possible that, in a new experiment with more replicates and more
care for order effects, there would appear a, consistently high correlation
between performance scores obtained in several different sector geometries and
traffic levels, thus demonstrating a general controller ability factor which
could be considered to be independent of specific sector geometry and traffic
density level.

IMPLICATION_S_. The implications of these data for the design of
involving different sectors and traffic densities are:

system tests

1. Sector and density are, as expected, important factors in determining the
results which will occur il1 a given experiment, but they interact in a complexway. 

The nature and extent of this interaction depends 011 the measures
involved. While, on the one hand, this is obviously not startling news, it
should make us aware, when reading the reports of system evaluations, that
there is no such thing as two traffic density levels which can be called
comparable in any terms if they exist in different sector geometries.

2. On the other hand, it appears possible to empirically develop pairs or sets
of particular combinations of sector and density that are of equivalent
difficulty and so are usable interchangeably in experimentation.

3. 

There may be a policy implication for controller training if it can be
confirmed in further experimentation along these lines that there is a
generalized controller ability factor which is measurable and carries across
sector geometries and traffic densities. The indication would be that a
greater proportion of controller training could be done in a general manner,
not bound to a particular sector geography.

STATISTICAL POWER OF REAL TIME ATC SIMULATION EXPERIMENTATION

ANALYSIS., The major purpose of these two experiments was to evaluate the
measures used in dynamic air traffic control simulation for their statistical
power, Evaluation is used here to mean determining what is necessary for
statistically sound conclusions to be made using the data from such
experimentation,

The main determinants of statistically sound conclusions are the repeatability
of the measures and the extent .of individual differences among the subjects
serving in the tests. Formulas have been developed to enable the estimation,
given the above inputs, of the power of a given kind of experimentation to
provide conclusions of a desired level of statistical dependability.
Calculations based on the data from the two SEM evaluations have been performed
and tables prepared of the statistical power involved in air traffic control
simulation using the four factor scores, the four primary measures, the number
of aircraft handled and fuel consumption.
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It is not appropriate in this report to go into a detailed basic orientation on
the matter of statistical hypothesis testing as it particularly applies in the
unique field of real-time simulation testing of air traffic control man-machine
systems for effectiveness. In very general terms, it is important to avoid
rejecting a system which is an improvement over the present system and
accepting a system as the system of the future when it is really not ,~n
improvement. It is a matter of dispute as to which is worse, and it varies
with the situation. Put slightly differently, if one accepts the hypothesis of
no difference between two systems and does so mistakenly, this is a beta error.
If one asserts that two systems are different, and does so mistakenly, this is
an alpha error. Appendix C gives a further explanation of these error types
and references for further reading. A miljor reference on this subject i tilt'
book by Cohen (reference 9).

The power tables can be found in a separate volume, published as an adjunct to
this 'report. Tables are given for the four factor scores and the. primarymeasures. 

The tables present data on a i-hour unit run basis. An example of
the use of tables in planning tests appears below.

The power tables must be entered with two parameters; (1) the size of the
difference in each of the measures which is considered worthwhile detecting in
each measure as a meaningful or important difference between systems, and (2)
the alpha and beta error probabilities it is felt important to protect
against.

The tables are constructed in the case of the factor scores in terms of the
previously mentioned third scale. For developing the tables, the data for the
SEM I and SEM II factor scores (generated using the SEM II weights) were put
on a common scale (based on the SEM II fifth time period's mean and standard
deviation) and given a mean of 500 and a standard deviation of 1. The primary
measures remained in raw score terms. It will be remembered, though, that
because of SEM I data losses, 50 minutes of data were used per run. At this
point, these raw measures' run scores were multiplied by 6/5 to bring the 50
minute data to a I-hour equivalent for the raw scores themselves. The tables
used the data from the SEM II runs (60 minutes) for the middle density level
table. For the two other densities (very low and very high), the data from
both of the SEM I sectors were examined, and worst case values, for example,
the sector with the larger standard deviation, were used to estimate the
parameters which were used to generate the tables. A separate table is
presented for these three cases, and adjustments are presented for combinations
of low, medium and high density conditions.

The tables were formulated to be specific to four statistical experimental
design (a technical term, see appendix C) types which might be expected to be
frequently applicable to system testing. Design A is a paired, or correlated t
test design, in which the same controllers are used in both systems at a given
density. Design B is a 2 x 2 repeated measures analysis of variance design in
which, for example, two types of systems are used in two sectors. Design C is
a 2 X 3 repeated measures analysis of variance design in which, for example,
three system arrangements might be used in two operational sector geometries.
Design D is a design in which the repeated measures (same subjects) approach is
not used, but different subjects serve in tlte two different systemarrangements. 

The four basic designs are shown in figure 14.

74



s s s sA 8 B-
c

N

Design A: Two systems

(5 A and 58 ), several

repetition runs (R), and
several controllers (or
crews) C, ,same C's work in
both systems.

Design B: Two systems (S A and S B ),
several repetition runs (R), two

geometries (G 1 and G 2 ),
several controllers or crews (C).

Same C's work lin all four

conditions.
s s s

Design C: Three systems (S A ' S B ' 5 C ),

several repetition runs (R), two geometries

(G), same controllers work in all six

conditions.

Design D: Two systems (S A
and S B ), two different groups

of controllers, one group

assigned to each system.!
Several repetitions for each

group with their system.

FIGURE 14. THE FOUR BASIC DESIGNS
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Obviously, since the tables have been assembled on the basis of the data fr;orn
the two SEM experiments reported ht:r..: which were based on single controller
sectors, the application of the tables is strictly speaking limited to single
controller experiments. However, it is assumed that many important questions
can be attacked effectively and efficiently using only one sector, particul~rly
with reference to human factors and man-machine interface issues, and not with
a requirement for "a cast of thousands." This can be done if the funct ions
and interactions with adjacent sectors are adequately and efficiently
represented, in a manner similar to that used in the SEM experiments.

On the other hand, it is important to point out that the power tables can also
be useful in a more limited way for planning simulation evaluations involving
multi-person teams operating a single sector and in multi-sector system
situations. In such cases, the main difference which would affect the tabled
values would probably be a larger extent of differences among multiple-person
teams (the variance), as distinguished from individual controller "te~ms," and
an even larger variance among multi-person teams working in multiple sectorsystems. 

The effect of these presumably larger variances would be that the
power of the measures would be less than that appearing in the tables, as they
are based on smaller variance parameters. And so the tables in their current
form can be used to get an optimistic estimate of the experimental power that
must be reckoned with in the planning process.

The following example is presented to illustrate the method of use of the power
tables in planning single sector air traffic control simulation experiments (as
described above).

Suppose an experimenter plans to compare two ATC systems in two sector
geometries at the middle traffic density. For the sake of discussion, the
assumption is made that ATC system A is the present sector arrangement or
computer functional role assignment and that ATC system B is a proposal which
is claimed to reduce the number of conflictions. The experimenter establishes
the null hypothesis to be tested as that the number- of conflictions finally
occurring will be equal for the two systems, that is, there will be no
statistically dependable (significant) difference. (Also considered in other
hypotheses will be the effects of traffic density and of the interactions
involved.)

The experimenter will now proceed to study the following variables:

~: the probability of Type I error, that is the error wherein the null
hypothesis is rejected when in fact System A = System B.
beta: the probability of Type II error, that is the error wherein the null
hYPOthesis is accepted when in fact System A is different from System B. (The
power of the test is the obverse of the beta error (1- ) that is, the
probability that the null hypothesis will be correctly rejected. The tables
involve power in that they ask the planner of an experiment to choose a beta
error level appropriate to the test situation.)
delta: the minimum difference it is felt necessary to detect in the measure
under study between the two systems.!: 

the number of subjects.

Power calculations are a systematic method of analysing the trade-offs of these
four variables. The experimenter may ch90se to set the acceptable chance of
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alpha and beta error at .05 and .10, respectively. Then, the major analysis is
between the minimum detectable difference required to reject the null
hypothesis and the number of experimental runs and subjects (N) required to
detect this difference between the systems.

The appropriate design for this example is a 2 x 2 repeated measures analysis
of variance with alpha = .05 and beta = .10. The table for this design and
these probabilities and for the confliction measure at middle density is given
as table 29. If the experimenter wishes to detect a difference between systems
of 2 or more conflictions. the number of subjects needed will depend on the
number of hours of testing that can economically be conducted using the same
people. For example. travel and other economic considerations may come into
this decision. The determination of the tradeoff between repetitions (also
called replicates. shown between land 4 hours of running in the table) and the
number of subjects (N) would be made using the table in the manner summarized
below.

If alpha= .05, beta= .10, delta= 1.9, then:

Number of Subjects

1
2
3
4

14
11
10
10

Number of
Replicates

Having made this calculation the experimenter would now know the subject hours
and simulator hours necessary to meet his goals. The alternatives are to guess
and have either too many hours of testing or too few to meet the goals.

Figure 15 shows how the detectablity of differences varies as a function of the
number of subjectst the amount of replicationt and the error levels set for one
of the measures. This differs with the design used and with the particular
measure involved. Table 30 points out the fact that the four factor scores
differ in power and not always in direct proportion to their reliability.
Figure 16 gives the overall structure of the power tables.

IMPLICATIONS.
discussion:

There critical ofimplications this rather academicare some

from
the
as
be

1. The estimates of power given in the tables depend on the input data
the SEM experiments. If further work can improve the estimates of
parameters, such as the reliability coefficients over the current values
estimated by the SEM experiments, more economical experimentation wouldpossible.

2. 

If some approach resembling this one 1.s not taken, then one is left to fall
back on operational judgement as to what is to be the system decision taken as
the outcome of a system test, and opinions differ. An even worse alternative,
though, is experimentation wherein objective measures are duly collected but
interpreted as if they were .physical data with no variability and rather
perfect repeatability. This, in fact, depends upon sheer chance. Another
alternative has happened at times which is equally painful for those involved.
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FOUR BA~IC ngSIGNS
Paired t Test
2 x 2 Repeated Measures A~OVA
2 x 3 Repeated Measur~s ANOVA
Separate t Test

Confliction Factor
Occupancy Factor
Communication Factor
Oelay Factor

TEN MEASURES
Conflictions (5 mi.)
Aircraft Time lTnder Control
Duration of ~round Air ~om.
Total nelay Time
Number of Aircraft Handled
Fuel Consumpt ion IInder

~ontrol

T.ow
Medium
Hi.2;h

THRRE nENSITY '..EVELS

.20

.10

.05

.f)L

ALPHA ERROR LEVELS

.20

.10

.05

.01

BETA RRROR LEVELS

NtrMBER OF SUBJECTS 6 to 20

NUMBRR OF REPLICATIONS 1 to 4

DF:LTA (OI':TI-:CTARLR INCREMF:NT) -in respectiVt~ mt',1SlJreS ahove

FI~URE 16. POWE~ TARLE ~TRITCTIJRE
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These are cases in which important and expensive systems are tested, but
because the power has not been adequately considered and thought about, the
results which seem like clear improvements are found to be not significantly
different from existing systems. This is likely if no allowance is made for
the beta error and if the alpha level selected is too stringent for this
purpose, leading to the erroneous finding of no significant difference.

AN EVALUATION OF THE INDEX OF ORDERLINESS

ANALYSIS. Frequently, new ideas for ATC system measures are suggested. It
would be useful to have a method for evaluating such ideas. It is suggested
here that a data base like the SEM data can be useful for this purpose. As an
example of how that might be done, a brief examination is made of the measure
"the index of orderliness" which had been omitted from the original list ofmeasures. 

This measure was developed by Halvorsen at the FAA National Aviation
Facilities Center (reference 10) and has been studied in various places, but
has rarely been used in dyamic simulation studies of en route systems. It was
examined as a way to evaluate air traffic control systems by Gent at the Royal
Radar Establishment (RRE) (reference 11), and was applied in a U.S.
Transportation Systems Center study (reference 12) cited by Horowitz in
connection with his study of the ARTS III system (reference 13). The RRE
thought it was a promising measure, and the Horowitz study group found it was
highly related to time duration of the state of confliction.

As has been explained earlier, it was possible to re-score the basic data tapes
containing the records of the simulation exercises. For scheduling reasons, it
was decided to re-score only the SEM I data to obtain the index of orderliness
for that experiment's runs. To be consonant with the other data from the
simulation runs, it was necessary to develop some summary statistics to
represent the run as a whole. Three such measures were generated. The basic
form of the index of orderliness which was used and how the run scores were
composed is discussed in detail in appendiK E. The basic approach was to
generate an index for each aircraft at each second of the problem, average
these for the minute, and then average these over the hour. One of the three
measures was this average, and another was the variance computed over the
minutes for the hour, and the third was developed into what was called the
"probablity expression of the index values." These will be referred to as "ORD
1," ORD 2," and "ORD 3."

Several criteria were used to evaluate these index of orderliness measures: the
reliability of the three indexes, their correlations with other measures which
might be expected to be similar, their correlations with the judges' ratings,
and their multiple correlations with the judges ratings. As was mentioned
above, Horowitz (reference 13) cited some work at TSC (reference 12) as
indicating that there was a strong correlation with the confliction measures,
notably the time two aircraft spent in a state of confliction, and the index of
orderliness type of measure. This finding was confirmed. Table 31 presents
the correlations for each of tl:fe six sector-density cells between the three
versions of the index of orderliness and the four factor scores and the two
major confliction measures, the number and duration of 5-mile (separation
standard) conflictions. The correlations between the first two index of
orderliness scores and two of the factor scores (confliction and occupancy) and
the confliction measures ar~ sometimes quit~ high, at leqst in one of the two
se<;tors.
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TABLE 31

CORRELATIONS BETWEEN INDEX OF ORDERLINESS MEASURtS

AND FACTOR SCORES AND CONFLICTION MEASURES*

Sector 14, Density 1

Ord 1 Ord 2 Ord 3

.44

.65

.24

.03

.34

.36

.54

.29

.09

.28

.45

.42

-.13

.20

.25

.10

.12
-.09

Confliction Factor
Occupancy Factor
Communication Factor
Delay Factor
No.5 Mile Conflicts
Duration 5 Mile Conflicts

Sector 14, Density 2

Ord 1 Ord 2 Ord 3

.79

.77

.29

.11

.78

.77

.08

.19
-.06

.10

.08

.13

Confliction Factor
Occupancy Factor
Communication Factor
Delay Factor
No.5-Mile Conflicts
Duration 5-Mile Conflicts

Sector 14, Density 3

Ord 1 Ord 2 Ord 3

.72
.83

.11
-.42

.55
.78

..

.-..

.

.00

.00

.00

.00

.00

.00

Confliction Factor
Occupancy Factor
Communication Factor
Delay Factor
No. S-Mile Conflicts
Duration S-Mile Conflicts

83

.70

.60

.17

.13
.73
.66

78
77,01

28
55

,87



CORRELATIONS BETWEE~J INDEX OF ORDERLINESS MEASURES

AND FACTOR SCORES AND CONFLICTION MEASURES (CONTINUED)

Sector 16, Density 1

Ord 1 Ord 2 Ord 3

.
.
.

-.
-..

.19

.11

.04

-.08

.04

.29

Confliction Factor
Occupancy Factor
Communication Factor
Delay Factor
No.5-Mile Conflicts
Duration S-Mile Conflicts

Sector 16, Density 2

Ord 1 Ord 2 Ord 3

..
-.
+...

..
-.
+...

-.08

.09

+.24
+.20
-.01

.21

Confliction Factor
Occupancy Factor
Communication Factor
Delay Factor
No.5-Mile Conflicts
Duration 5-Mile Conflicts

Sector 16. Density 3

Ord 1 Ord 2 Ord 3

.27

.52
-.38

-.11

.30

.33

.00

.00

.00

.00

.00

.00

Confliction Factor
Occupancy Factor
Communication Factor
Delay Factor
No.5-Mile Conflicts
Duration 5-~l1le Conflicts

* Data based on two-run aggregates; N is generally 27-31.
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02
23
12
16
15
05

-.01

.37

-.09

-.03

-.15

.05

38
30
37
173649

63192901

5846

.46
.49

-.57

-.12

.43

.56



Table 32 presents the correlations among the three index of orderliness scores
for each of the six cells. The first two index of orde~llness scores (ORD 1
and ORD 2 in the table) seem well correlated with each other. but ORD 3 seems
only occasionally related to the others.

In table 33, the run-to-run re1iabi1ities based on the correlations between two
similar runs are shown. The reliability coefficients are shown for the index
of orderliness variables in comparison to the four factor scores and the two
conflict measures. The first two indeJ( of orderliness measures are Il0t ~tler
than the other measures, and the third index of orderliness measure is somewhat
worse. The general inadequacy of 1-hour runs as to reliability has been
discussed earlier; in addition, it will be recalled that the SEM I runs {~ere
reduced by 10 minutes to adjust for computer data losses by maximizing the
number of runs of the same length.

In table 34 are shown the relationships of these measures to the observer
ratings. These are not remarkably stronger than others, and they differ
somwhat in the two sectors.

Thus far, it is seen that the index of orderliness measures are highly
correlated with each other, highly correlated with two of the four factor
scores, and have nothing in particular to add in the way of reliabiliity. In
one final analysis, let us examine them in the light of whether they can add
anything to our already available prediction of the judges' ratings by the four
factor scores. These multiple R's are sho~n in table 35, compared to the
multiple R's found without these measures added in. The index of orderliness
measures add very little.

The fact that these new measures add very little to the prediction of the
judges' scores suggests that much of the variation these new measures carry is
already accounted for by the four factor scores. If this is true. then perhaps
the two factor scores which are most highly correlated with the indexes can,
taken together, allow us to dispense with the index scores. Using this
approach, the two factor scores for confliction and occupancy were averaged and
the resulting average was correlated with the index meeasures. These
correlations are shown in table 36.

As was just speculated. the two factor scores combined do account for a great
deal of the two main index of orderliness measures' variance in severa] of the
conditions studied. but .'lgain there is a marked difference in the correlations
depending on the sector involved. This sector difference raises a question
beyond the scope of the present exploration of the index of orderliness
measures.

IMPLICATIONS. The index of orderliness measurement type seems to have some
puzzling but interesting qualities. It is suggested that it is still worth
further examination. Its examination here was not complete. The primary
purpose of its examination here was to exemplify this method of using a data
base to study measures other than those that had been included in the original
study.
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TABLE 33

RUN-RUN* RELIABILITIES FOR INDEX OF ORDERLINESS

MEASURES, FACTOR SCORES AND CONFLICTION MEASURES

Conil.Conil. 
Occ. Comm. Delay Count

Fac.Sc. Fac.Sc. Fac.Sc. Fac.Sc. (5 mi.)

Confl.
Dura.

ORD 1 ORD 2 ORD 3

-.07-.15 +.30 +.09Gl Dl -.03 +.44 +.68 -.52 +.24

Gl D2 -.10 +.75 +.69 -.38 +.06 +.08 -.05 -.09 .00

+.37 +.56 +.59 +.50 .00GI03 +.47 +.83 +.63 +.41

-.04 +.12 -.28 -.32 .02G2 Dl -.13 +.61 +.53 +.04

+.21 .00G2 D2 +.29 +.64 +.52 +.68 +.52 -.13 +.12

+.43 +.34 +.17G2 D3 +.42 +.66 +.52 +.07 +.44 .00

* N is generally 25-29. Data based on one SO-minute run vs. another. These
data are for comparative purposes within this table. Negative coefficients
can be taken as due to low reliability fluctuations.
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TABLE 34

CORRELATION WITH RATINGS FOR INDEX OF ORDERLINESS

MEASURES. FACTOR SCORES. AND CONFLICTION MEASURES*

Delay

Confliction
Factor

SEM CPM

Occupancy
Factor

SEM CPM

Comm.
Factor

SE~I

Factor
Score

SEM

Confliction
Count (5 mi.)

SEM CPMCPM CPM

Gl Dl -.23 -.22 +.11 +.04 +.21 +.08 -.36 -.37 -.23 -.21

GI02 -.16 -.08 -.01 +.06 -.23 -.19 -.25 -.26 -.29 -.17

Gl D3 -.24 -.25 +.18 +.01 -.34 -.22 -.58 -.52 -.)) -.24

G2 Dl -.48 -.38 +.05 -.03 +.15 -.05 -.23 -.25 -.35 -.23

G2 D2 -.35 -.31 -.16 -.21 +.32 +.17 -.20 -.21 -.28 -.24

G2 D3 -.35 -.24 +.20 +.26 +.13 +.03 -.37 -.43 -.28 -.19

Conflicts
Duration
SEM CPM

ORD 1
CPM

ORD 1
CPl-1

ORD 3
CPMSEM SEM SEM

G1 D1 -.29 -.24 +.22 +.24 +.02 +.06 +.04 +.04

Gl D2 -.17 -.07 -.23 -.11 -.15 +.01 -.03 +.05

Gl D3 +.04 -.03 +.11 +.08 -.03 +.10 .00 .00

G2 Dl -.20 -.19 +.11 -.04 -.01 -.06 +.07 -.09

G202 -.15 -.19 -.26 -.23 -.34 -.29 +.03 -.12

G2 D3 -.14 .00 -.08 +.04 -.11 .00 .00 .00

* Data based on two-run aggregates; N is generally 27-31.

88



TABLE 35

MULTIPLE CORRELATION TO RATINGS WITH AND

WITHOUT IliDEX OF ORDERLINESS MEASURES*

R vs SEM I< vs CPM N

Density One Sector 14 (D1 G1)

.40

.46

.42

.38

.51

.43

31
31
31

Factors
Factors and "ORD 1"
Factors and "ORD 2"

Density Two Sector 14 (02 G1)

.34

.43
.35

.32

.37

.32

30
30
30

Factors
Factors and "ORD I"
Factors and "ORD 2"

Density Three Sector 14 (D3 G1

.76
.76

.77

.64

.66

.64

29
29
29

Factors
Factors and "ORD 1"

Factors and "ORD 2"

Density One Sector 16 (D1 G2)

.52

.53

.52

.47

.48

.47

31
31
31

Factors
Factors and "ORD I""Factors 

and "ORD 2"

Density Two Sector 16 (D2 G2)

.50

.50

.50

.46

.46

.46

31
31
31

Factors
Factors and "ORD I"

Factors and "ORD 2"

Density Three Sector 16 (D3 G2)

.60

.61

.60

.60

.60

.60

30
30
30

Factors
Factors and "ORD I"
Factors and "ORD 2"

* Data bas~d on two-run aggregates.
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TAStE 36

CORRELATIONS (r) BETWEEN TWO AVERAGED FACTOR

SCORES AND INDEX OF ORDERLINESS MEASURES*

Dl D2 D3

ORD 1 Gl
G2

.67

.23
.86

.37
.88

.56

ORD 2 Gl
G2

.34

.18
.71

.33

.85

.63

ORD 3 Gl

G2
.18
.35

.17

.07

.00

.00

" Data based on two-run aggregates; N is generally 27-31.
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RESPONSES TO POST-RUN QUESTIONNAIRES.

ANALYSIS. Questionnaires were given to the subjects of the two experiments in
order to obtain their opinions on the realism of the gimul,~tion, ~ny
difficulties with the equipment, and their own opinion on the rlifficulty of the
task and how well they were doing.

These data are of interest in that they provide an opportunity to examine the
topics above, but also they provide an opportunity to examine some questions
involving the relationships between these responses and other data in the
experiment.

Similar questions were asked after each run in both experiments. The first
question requested the controller to give a self-rating of the quality of the
control technique which had been applied in the run just finished. The second
question was meant to be an inquiry into system performance and was phrased as
a question about the controllers' estimate of the feelings of the hypothetical
pilots flying through the sector about how the system handled the traffic
during the run. These two questions were on 7-point scales where the fourth
box represented the average value. The third question asked for a comparison
of the traffic level in the experimental run compared to the home sector. The
fourth question asked about the rea~ism of the simulator. These last two
questions were on s-point scales. When the data was coded for data reduction,
numerical values were assigned to the rating scale positions. The
questionnaires used in the two experiments, which were slightly different in
phrasing although basically the same, are presented in Figures 2 to 5, in the
discussion of procedures.

Table~ 37 and 38 present the basic information about the questionnaire replies
given by the average subjectt for SEM I and SEM lIt respectively.

In the SEM I experiment, the average controller thought technique was better in
Geometry 2 than in Geometry I, and better at lower densities than at higher
denstities, although one should hasten to add that an interaction between
sector and density is again apparent. A similar tendency is seen in the
relative ratings given to what we have called above their rating of system
performance. In these two items, the coding was such that a high number means
the "good" end of the scale.

The SEM I question about traffic asked for a comparison between the traffic
level in the simulation problem just completed and the difficulty in a peak
hour at the home sector when serving as the radar controller having normal team
support. Here. "much easier" was coded as a "I" in the data reduction and
"much harder" here was coded as "5." Of course. the answers varied with sector
and density. The difficulty of the highest SEM I traffic density was rated as
somewhat higher than that they faced at home at peak hours. and the middle
density as about the same. or slightly easier than. peak hour work with the
assistance of the team. There was about a half's rating point difference
between the two sectors in the middle density rating. indicating a slight
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TABLE 37

MEAN VALUES OF QUESTIONNAIRE ITEM RESPONSE.c; -SEM I

Item CellI
Gl 01

Cell 2
Gl 02

Cell 3
GI03

Cell 4
G2 01

CellS
G2 02

Cell 6
G2 D3

1. Technique (1) 4.4 3.9 3.6 4.2 4.., 4.1

2. System (1) 4.5 3.9 '3.4 4.4 4.5 3.8

1 1.7 2.8 3.4 1.1 2.4 3.3Traffic
Comparison (2)

4 Realism (2) 3.3 3.1 3.1 3.0 3.2 3.2

NOTES: (1)
(2)

Rating scale 1 to 7
Rating scale 1 to 5
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TABLE 38

MEAN VALUES OF QU~:STIONNAlRE ITRM RESPONSRS -SRM I I

Itp;m Day 1 DRY 2 Day 3

Technique (1) 2.41. 2.8 2.9

System (1 3.32. 3.8 3.9

Traffic Comparison (2) 2.8 3.0 3.03.

Realism Comparison (2) 3.2 3.34. 3.'3

(1)
(2)

Rating scale 1 to 7
Rating scale 1 to 5

NOTES:
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feeling th.it geometry 2 was easier. Finally, in SEM I, the realism of the
simulation process was considered adequate. In an open-ended question about
the equipment, daily problems with the equipment were picked up and remedied.
There were some complaints about the input devices on the radar consoles being
different from those the controllers were used to in the field; this is now
being remedied in a re-design of the simulator's controller positions.

For the SEM II experiment, the phrasing of three of the four rating questions
was revised, although seeking similar information. In the first two questions,
about the controller's own performance and the pilots' feelings about system
performance, the wording was made more concrete, but the 7-point scales
remained. Again, the poorer end of the scale was coded as "II' for the data
reduction ,rod the better end as "7." In responding to these first two item,s,
the controllers generally regarded their performance in the runs about ~verage
for themselves, and felt that the system had performed at about an average
level.

The rating item about the traffic was worded somewhat differently in the second
experiment. The first experiment questionnaire had asked for a comparison of
difficulty in the simulation hour exercise just completed with the difficulty
in a peak ,our in the home sector with the usual support; the second experiment
items asked for a comparison. of the traffic level just run to the traffic l~v('l
which was usually encountered in the home sector, regardless of the team
support used there. The direction of the scale and the coding were changed; a
"1" in the second experiment's coding meant the traffic was considered he-1vier
in the simulation and a "5" meant the traffic was heavier at home. Neither
group of subjects expressed much difficulty with using these items.

On the first day, the SEM II traffic was rated somewhat heavier than the home
sector traffic, where teams 11sually operate, as may be seen by the me3n ratin~
of 2.8 for day 1 in table 38. It witt 0(' rememh(' red that thi.c; W.1H
approximately the same traffic level 3S had appeared in SEM I's geometry I,
density 2. There they had said it was about equal to the home sector's peak
hour. On the second and third days, the traffic was rated at 3.0, or about the

same as the traffic in the home sector.

In general, despite the differences in wording in the items, it can be said
that they thought the traffic in these experiments was at least equal to the
usual sector load in the field and somewhat higher and harder at times, as had
been intentionally arranged, as was explained earlier under the topic nf
procedures and experimental design.

Turning now from the original purposes of the sllbject questionnaires of seeing
how the subjects felt about the experimental runs as they proceeded, and of
collecting information about equipment functioning, these data now might also
be used to shed some light on some other questions of general interest.

In a general way, we might consider that there are four kinds of data here
which might show interesting and informative relationships to one another,
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TABLE 39

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS

AND OTHER DATA ITEMS

SEM I -CELL 1 Geometry (1), Density (1)
Self Ratings

System Traffic
Comparison

Technique Realism

Comparison

Self Ratings

1.00
0.37
0.09
0.29

0.37
1.00
0.06
0.74

0.09
0.06
1.00
(J.Il

0.29
0.74
0.17
1.00

Technique
System
Traffic Comparison
Realism Comparison

Observer Ratings

SEM
CPM

0.24
0.00

0.38
0.25

-0.08

-0.12

0.30
0.17

Factors

Confliction
Occupancy
Communications
Delay

-0.
0.

-0.
-0.

0.00
0.44
0.17

-0.30

0.01
0.32
0.11

-0.09

-0.
o.
o.

-0.

Measures

o.
o.

-0.
o.

-0.
o.

-0.
-0.

-0.

o.
o.-0.

o.
o.

-0.-0.

-0.
o.
o.

-0.
-0.
o.
o.

-0.

-0.18
0.40
0.12

-0.21
0.25
0.32
0.05

-0.39

N5C
A/C Time Under Ctl.
Dur. G/A Contacts
Total Delay Time
1/ A/C Hdld
Fuel
N3C
II Delays.

95

.03.31

,10
.05

,05
.38

,09
.39

03
36
21
15
04
36
12
08

04,46,08

16
08
42
09
,31

.22

.32

.12

.18

.09.31

.22

.07



TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIOr~NAIRI~ ITE:MS

AND OTHER DATA ITEMS

SEM I -CELL 2 Geometry (I), Density (2)
Self-Ratings

Technique System Traffic
Comparison

Realism
ComparisonItems

Self Ratings

0.58
1.00
0.26
0.79

-0.19
0.26
1.00
0.35

0.47
0.79
0.35
1.00

Technique
System
Traffic Comparison
Realism Comparison

Observer Ratings

SEM
CPM

0.50
0.48

0.38
0.38

-0.13

-0.18

0.41
0.39

Factors

Confliction
Occupancy
Communications

Delay

-0.27

-0.19

-0.20

-0.38

0.12
-0.04

-0.04

-0.24

0.21
0.24
0.17
0.11

0.04
0.06

-0.11
-0.13

Measures

-0.29
-0.20

-0.26

-0.41

0.04

-0.21
-0.25

-0.17

o.-0.

o.
o.

-0.
-0.
o.-0.

0.12
0.26
0.40
0.36
0.09
0.25
0.22

-0.18

-0.
o.

-0.
o.
o.
o.
o.

-0.

N5C
A/C Time Under Control
Duration G/A Contacts
Total Delay Time
II A/C Hdld
Fuel
N3C
II Delays

96

1.00
0.58

-0.19

0.47

06
04
03
00
05
06
16
,36

.OJ

.07

.08.11

.OJ

.02

06
.29



TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS
AND OTHER DATA ITEMS

Geometry (1). Density (3)
Self Ratings

System Traffic
Comparison

SEM I -CELL 3

Technique Realism
Comparison

Self Ratings

1.00
0.51
0.06
0.02

0.51
1.00
0.16
0.43

0.06
0.16
1.00
0.10

0.02
0.43
0.10
1.00

Technique
System
Traffic Comparison
Realism Comparison

Observer Ratings

0.56
0.52

0.63
0.59

-0.01

-0.11

0.32
0.28

SEM
CPM

Factors

Confliction
Occupancy
CoTmnu\:,\ications
Delay

-0.27
0.01

-0..'39

-0.37

-0.10
0.03

-0.47
-0.40

o.
o.

-0.
o.

0.10
0.13

-0.05
-0.18

Measures

-0.

-0.
-0.
-0.
o.

-0.
-0.
-0.

-0.
o.

-0.
-0.
o.

-0.
-0.
-0.

o.
o.
o.
o.
o.
o.
o.
o.

o.
o.

-0.
o.

-0.
o.
o.

-0.

N5C
A/C Time Under Ctl.
Dur. G/A Contacts
Total Delay Time
4; A/C Hdld
Fuel
N3C
4; De 1 ays

97

,24
,20
,10.21

24
02
27
35
29
05

,38
,36

03
01
38
31
24
01
20
,47

11

183021

08
14
16
18

02
18
13
01
01
07
06
39



TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS
AND OTHER DATA ITEMS

Geometry (2). Density (1
Self Ratings

System Traffic
Comparison

SEM I -CELL 4

Technique Realism
Comparison

Self Ratings

1.
O.

-0,

o.

O.
1.

-0.
Q.

-0.-0.

1 .
O.

0.11
0.24
0.01
1.00

Technique
System
Traffic Comparison
Realism Comparison

Observer Ratings

SEM
CPM

0.14
0.21

0.05
0.21

-0.36

-0.44

-0.01

0.12

Factors

Confliction
Occupancy
Conununications
Delay

0.28
0.12
0.12
0.10

-0.19
0.33
0.31

-0.45

-0.21
0.05

-0.23
-0.05

-0.
o.

-0.
o.

Measures

-0.16
0.31
0.29

-0.10
0.43
0.19

-0.14
-0.53

-0.
o.

-0.

o.
-0.
-0.

-0,

-0,

-0.
o.

-0.
o.
o.
o.

-0.
-0.

0.23
0.07
0.04
0.12
0.23
0.10
0.24
0.02

N5C
A/C Time Under Ctl.
Dur. G/A Contacts
Total Delay Time
/I A/C Hdld
Fuel
N3C
# Delays

98

,00.41

.38

.11

.41

.00

.04

.24

38
04
00
01

,11

,25

,04.03

19
02
20
16
06
01
11
22

12
23
10
27
28
22
15
20



TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS
AND OTHER DATA ITf:MS

SEM I -CELL 5 Geometry (2), Density (2)
Self Ratings

System Traffic
Comparison

Technique Realism
Comparison

Self Ratings

1.
0.

-0,

0,

0.47
1.00
0.01
0.42

-0,

O.
1.

-0.

Q.
0,

-0.
1 ,

Technique
System
Traffic Comparison
Realism Comparison

Observer Ratings

SEM
CPM

-0.19

-0.10
-0.13

-0.03

-0.12

-0.37
-0.06
0.06

Factors

Confliction
Occupancy
Communications
Delay

-0.
-0,

-0.
-0,

-0.

-0,

o.
-0,

0.20
0.31
0.24

-0.13

-0.
0,
o.
o.

Measures

-0.
-0.
-0.
-0.
o.

-0,

-0.
-0.

o.
-0.
-0.

0,

o.
-0,

-0.
-0.

0,

0
0,

0
0,

°
0.

-0,

-0.
o.

-0.

0,

-0.
0,

-0.
-0.

N5C
A/C Time Under Ctl.
Dur. G/A Contacts
Total Delay Time
1/ A/C Hdld
Fuel
N3C
II Delays

99

,00

,47
,09
.10

.09

,01
,00
,08

,10

.42

.08

.00

,15.11

.09

.04

,06

.00.11.03

.35

.26

18
16

,04

,14,07

.06

.33.22

22
,04

02,01

,12
,08,11,01

18
23

,13

.30.11.02.02.32

,20

.31

,33

.28,04.23

.17

.26

20
09



TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS

AND OTHER DATA ITEMS

5EH I -CELL 6 Geometry (2), Density (3)
Self Ratings

System Traffic
Comparison

Realism

Comparison
Technique

Self Ratings

1.UO
0.57

-0.16

0.07

0.57
1.00
0.05
0.25

-0.
O.
1.

-0.

0.07
0.25

-0.09
1.00

Technique
System
Traffic Comparison
Realism Comparison

Observer Ratings

0.51
0.46

-0.20
-0.26

0.20
0.13

SEM

CPM
0.58
0.56

Factors

Confliction
Occupancy
Communications
Delay

-0.43

0.07
0.05

-0.12

-0.
o.
o.

-0.

0.16
0.09
0.05

-0.21

-0.49
-0.02
0.25

-0.17

l-1easures

-0.

o.-0.

-0.
o.
o.

-0.-0.

0.19
0.09
0.09

-0.05
0.17
0.05
0.18

-0.29

-0.51
-0.06
0.14

-0.02
0.12

-0.05
-0.41
-0.24

-0.
o.-0.-0.

o.
o.

-0.
-0.

N5C
A/C Time Under Ctl.
Dur. C/A Contacts
Total Delay Time
II A/C Hdld
Fuel
N3C
II Delays

100

16
05
00
09

21
25
03
30

24
18
01,11

24,20

23
36

43
02
06
09
12
00
51
11



omitting the rating on the simulation realism. The four kinds of data are:

a.
b.
c.
d.

Performance; Own opinion (suhject)
Performance; Judge's opinion
Performance; Measured
Workload felt by subject (traffic level reply)

If this were merely a set of variables being. intercorrelated, there would be
ten possible inter-relationships here; but with four or more performance
measures, depending on whether only the four factor scores or some others ~re
used, there would be a considerably la'rger number of correlations. For this
reason, the number of measures of each type will be restricted.

In SEM It one such intercorrelation table was done for each cell
(sector-density combination). In SE~I lIt one intercorrelation table was done
for each day. The SE~t II day data should be more informative since It is based
on twice as many ,runs (four per day as compared 'to two per cell in SEM i).
These tables appear as table 39 for the six gEM I sector-density cells and ~S
table 40 for the three SEM II days.

Possibly the best way to approach this is by means of a series of single simple
questions, all of which apply to both SEM I and II. Some questions of interest
are:

a. What is the relationship between self-judged performance and other-.iud~ed
(by observers) performance?

b. What is the relationship between self-judged performance ,~nd objectively
measured performance?

c. What is the relationship between self-judged performance and self-judgedworkload? .

d. lolhat is the relationship between other-judged (by observers) performance
and objectively measured performance?

e. What is the relationship between other-judged (by ohservers) performance
and self-judged workload?

f. '~at is the relationship between self-judged workload and objectively
measured performance?

Let us now examine these Questions in an exploratory way, mainly to suggest
hypotheses for other expErimenters. The number of cases used for the
correlations for the SEM I data is usually 29 to 31; and in the gEM II data,
39. The correlation value tabled as, statistically significant (See appendix 3
for explanation) at the .05 level for 29 cases is approximately .37, for 39
cases is approximately .30.; only correlations above .10 will he looked at
here.

The first question is: What is the relationship between self-judged performance
and other-judged performance?
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TABLE 40

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS

AND OTHER DATA ITEMS

SEM II -DAY 1 Geometry (1), Density (2)
Self Ratings

System Traffic
Comparison

Technique Realism
Comparison

Self Ratings

1.00
0.44
0.18
0.35

0.44
1.00
0,35
0,10

0.
0,

-0,

t .

Technique
System
Traffic Comparison
Realism Comparison

Observer Ratings

SEM
CPM

0.20
0.12

0.47
0.37

0.29
0.24

-0.22

-0.23

Factors

Confliction
Occupancy
Communications
Delay

-0.28

-0.08

0.13
-0.28

-0.
-0.
-0.
-0.

-0.18

-0.15

0.00

-0.22

-0.11

0.12
0.24
0.11

Measures

-0.
-0.
0.

-0,

0.
-0,
-0,
-0,

-0.22

-0.10

-0.19

-0.48

0.47

-0.05

-0.10

-0.58

-0.23

-0.16

0.06

-0.23

0.18

-0.20

-0.20

-0.21

-0.12
C). 10
0.22
0.14

-0.14
0.02
0.02
0.05

NSC
A/C Time tJnder Ct 1.
Dur. G/A Contacts
Total Delay Time
It A/C Hdld
Fuel
N3C
4/ Delays
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0.18
0.35
1.00

-0,12

35
.10

,12
.00

,10
,07
,24,53

.30

.08

.06

.25

.28

.11.21

.30



TABLE 40 (CONTINUED)

CORRELATIONS BETWEEN QUESTIONNAIRE ITEMS AND OTHER DATA [TEMS
SEM II

Geo~etry (1). Density (2)
Self Ratings

System Traffic
Comparison

SEM II -DAY 2

Technique Realism
Co.parison

Self Ratings

1.
O.

-0.
O.

0.'36
1.00
0.16
0.34

-0.
O.
1.

-0.

0.48
0.34

-0.1)4

1.00

Technique
System
Traffic Comparison
Realism Comparison

Observer Ratings

0.l8
0.10

0.20
0.18

0.29
0.33

0.04
0.13

SEM
CPM

Factors

-0.

-0.
-0.
-0.

-0.
I).
o.
o.

Confliction
Occupancy
Co..unications
Delay

-0

-0

0
I)

-0.

-0.-0.

-0.

Measures

o.
-0.
-0.
-0.
o.

-0.
-0.
-0.

-0.
-0.
o.

-0.
o.

-0.
-0.
-0.

-0

-0

0
0
0

-0

-0

-0

-0.
-0.
-0.
-0.
o.

-0.
-0.
-0.

NSC
A/c Time Under Ctl.
Dur. CIA Contac.ts
Total Delay Time
# A/c Hdld
Fuel
N3C
I Delays

10'3

,00

,36
,05.48

05
,16
,00,04

08
44
16
10

13
19
16
35

.13
.23
.01
.07

12
43
29,24

1)5
45
28

,27
12

,25
,26
.17

08
09
10
25
22
35
15
,38

.09

.16

.05

.17

.10

.29.16

.04

10
40
11
02
25
39
15

,16



TABLE 40 (CONTINUED)

CORRELATIONS RETWEEN QUESTIONNAIRE ITEMS AND OTHER DATA ITEMS
SEM II

SEM II -DAY 3 Geometry (1), Density (2)
Self Ratings

System Traffic
Comparison

Technique Realism
Comparison

Self Ratings

1.
O.

-0,

0,

O.
1.

-0.

O.

-0.32

-0.10

1.00

-0.02

Technique
System
Traffic Comparison
Realism Comparison

Observer Ratings

SEM
CPM

-0.01

0.04
0.10
q.10

0.28
0.28

0.07
0.03

Factors

Confliction
Occupancy
Co1rDnunications
Delay

-0.25

0.21
0.20

-0.02

-0.20

-0.02

-0.05

-0.15

0.01
-0.44

-0.41

-0.11

-0.23

-0.11

0.20
-0.20

Me;8sures

-0.
-0.
-0.
-0.
-0.
o.

-0.
-0.

-0.30

-0.12

0.15

-0.19

-0.16

-0.15

-0.14

-0.19

-0.

o.
o.-0.-0.

o.
-0.
o.

o.
-0.
-0.
-0.
-0.
-0.
o.

-0.

N5C.
A/C Time Under Ctl.
Our. G/A Contacts
Total Delay Time
II A/C Hdld
Fuel
N3C
/1 Delays
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,00
,42,32

.34

,42
,00
,10
,56

0.14
0.56

-0.02

1.00

26
00
04
06
30
14

,15
,17

11
24
18
06
04
10

.13

00

04
45
34
05
03
38
08
12



If we consider the answer to this question to be obtainable from the
relationship between the self-rating questions on technique and systems
performance, on the one hand, and the observers' two ratings on the other, we
can attempt an answer. The correlations between these subjective ratings by
the observer and by the observed are sometimes encouraging, but fluctuate
rather widely with the conditions, or are perhaps simply fluctuating on a

sampling basis.

In the SE~1 I experiment, there is evidence of the expectable relationship, at
least at the middle and high density levels, although somewhat more clearly in
one sector rather than the other. In the middle density of Geometry 1, for
example, there are correlations of .50 and .48 between the SEM and CPM ratings
by the judges and the self-ratings of technique. Also, there are two positive
correlations of .38 of the two observer ratings with the self-rating of system
performance. Similar level correlations appear in two other cells, such as
Geometry 1, Density 3, and Geometry 2, Density 3, and on Day 1 in SEM II for

the system rating only. -

between self-judgedThe second question is; What is the relationship
performance and objectively measured performance?

Let us consider this question by examining the four factor scores and the
self-ratings of technique and system performance. It is to re expected that
these relationships will be negative) since a high self-rating should reflect a
low number of conflictions) i.e., the scales run in opposite directions. In
most cases) the correlations are indeed negative in sign. However) there are
only a few correlations above .30. The primary and auxiliary raw score
measures follow the factor scores in this) as usual.

self-judgedrelationshipThe third question is: What is
performance and self-judged workload?

the between

To answer this question, an examination was made of the correlation betweel'l the
subject's rating of own technique and the rating of the traffic level faced.
There are a few high correlations, but there seems to be no consistent pattern
although there is a tendency to rate technique lower whel'l the traffic seems
heavier. It should be remembered that high number ratings in SEM I meant the
subject felt the traffic was heavier in the simulatiol'l than at home, but in SEM
II this scale was numerically reversed and a low coding number meant higher

traffic.

The fourth question is: What is the relationship between other-judged
observers) performance and objectively measured performance?

(by

This one has already been answered at length in a previous section devoted to
the subject. There it was found. at least when multiple correlations wereused. 

that the relationships between objective scores and rated controller
ability were substantial. Here. however. let liS pause further over this
question to simply illustrate a more graphic approach to the question of the
relationhip between performance scores and controller ability. which might be

examined further in the future.



Using SEM II day-level data, the controller judges' ratings for controller
performance were arranged from lowest to highest. The four factor scores
associated with those ratings were assembled into profiles for each individual,
which was possible because they were on the same scale, as was discussed in the
earlier discussion of both experiments' data having been put on the "third"
scale. In figure 17, it could be said that it appears that the high
performance controllers and the lower performance controllers may show
different types of profiles. This constitut~s a suggestion for further
examination; much further work might be done in the realm of cluster analysis
and profile analysis to explore such questions as the number of unique
controller profiles of performance there might be.

The fifth question is: What is the relationship
observers} performance and self-judged workload?

(bybetween other-judged

In examining the SEM I correlations between the traffic question and" the twoobsevers' 
ratings, a few correlations in the negative thirties appear, -.36 and

-.44 in the case of Geometry 2, Density 1, 3nd -.37 in Geometry 2, Density 2.
Apparently those who are functioning well in the opinion of the judges, a.t
least, feel that the workload is lighter than others do. In the same data for
the day level in SEM II, the correlations are close to thirty, but they are
positive. This is probably a manifestation of the same phenomenon; the change
in sign is understandahle in that it may be remembered that the SF:M IT r::ltinf!,
scale of traffic ran in the opposite direction from the SEM I rating scalE';.

The sixth question is similar to the fifth and is the following: What is the
relationship between self-judged workload and objectively measured

performance?

While there are not many correlations over .30 here. their directionality is
appropriate. In SEM I if the controller felt that the traffi.c was heavy it
would receive a higher numerical rating. In heavy traffic. most of the
performance scores would naturally get higher (like delays). Therefore.
positive correlations between the traffic ratings and the performance scores
would be expected in the SEM I data. and this is generally the case. Because
the SEM II scale on traffic ran in the opposite direction. essentially from
"1 ighter here" coded as "I" to "heavier here" coded as "5." the SEM I;
correlations on this point would be expected to be opposite in sign and they
usually are.

Finally, a word shoulli be added here about an interesting relationship with the
realism rating which was omitted from the earlier main discussion. There were
some cases of positive correlations, some fairly high, between the subject's
opinion of the realism of the simulation and the opinion held on the goodne5s
of own-technique and system performance.
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IMPLICATIONS.

The implications are

1. The subjects felt that they did an average job, 'Jiere IlOt disturbed by any
lack of r~alism, and felt that the traffic samples were tougt,; equal to "peak
hour" with a full sector team helping them. The main purpose of tills
questionnaire, as has been said, was to check on daily experience, equipment
functioning, and so on, and this purpose was fulfilled.

2. 

The data were adapted to make some explorations into the relationsh1.ps
between workload and performance, even though not ideally suited for the
purpose. About all that can be said here 1.s that ~uch relationships, if they
exist, are weak and situation-dependent.
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DISCUSSION

There is no question as to whether real-time air traffic control system
simulation will be used in the future. It seems an eminently worthwllile,
albeit expensive. thing to do. Although people feel that they get information
out of it about air traffic control system problems .'lnd issues, the real
question is whether they get information or misinformation.

Here enters a true philosophical issue. Are impressions information? If
someone watches a controller use a proposed system, and thinks it functions
better than the current system in use, is that information? If the controller
is asked for an opinion and gives it, is that information? Suppose that the
traffic mix or level or procedures are somewhat different from those which the
controller or the observer are used to. Are. their impressions dependable
enough to base huge expenditures for new systems on them? S~ppose the designer
of the new system is giving-his observation, is that information?

These are the kinds of considerations that make objective measurement and
statistical techniques desirable. It is because grave errors can be caused by
subjectivity in interpreting what is seen, and sometimes even in interpreting
what has been genuinely measured, as, for example, when the hypothesis about
what measures shall be considered important has not been stated in advance.
However, measurement of the joint performance of human and machinery in
accomplishing the mission of an information processing and decision making
system is not a simple task. To develop methods and me~sures for such a
purpose is a difficult, time consuming and risky effort. It must be remembered
that the performance under study is not rote or mechanical but very dynamic.
The thing to be surprised about is not that the measurement process may be
discouraging, but that there is anything encouraging about it at all.

There may, in fact, be a middle ground possible between sheer impressionism and
strict empiricism. This might consist of carefully controlled and administered
observation and rating forms being given to trained, impartial and fresh
observers. But even this would be in need of an evaluation and refinement
process. .

The worst case of all, though, is the one that appears to be more frequent and
customary than even those who engage in it acknowledge. Simply stated, these
are studies in which the investigators, in all good faith, use objective
measurements that can be obtained from a simulator apparently without realizing
that such measures, even though numerical, are behavior and performance
measures and have a wide band of error around them.

On the other hand. only the most crucial system evaluations. perhaps. need to
be conducted using strict inferential rules. There are times. as Stammers and
Bird (reference 14) say. using the Sinaiko and Belden term (reference 15). when
the proper thing to do is the "indelicate experiment." The work by Stalnmers
and Bird concerned a data transfer and display system for airport controllers
and was carried out for the Royal Radar Establishment. It is a fine example of
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" '" ".. "
such an effort. Another type of brlef and unc9mplicated simulation beIng ;:1

,
good idea is when it is done for the purpose of exploring concepts as part of a

:
long continuing examination. What appears to 00 an example of this is the work
of Tobias and O'Brien on RNAV (area navigation) for tiASA (reference 16).

In working on evaluating human factors aspects of computer aiding for air
,

traffic controllers, Whitfield, Ball and Ord (reference 17) achieved a good
integration of the best features of the "indelicate" experiment and the more
traditional experiment.

The topics of methods and measurements in the air traffic control system have
been discussed at length by Hopkin (references 18 and 19) and the general topic
of systems experimentation involving performance me~surement has been discussed

:in a book by Parsons (reference 20).

.c ~ "
While admitting that various degrees of indelicacy may be permissible dep~ndlng

, ,
on the circumstances, it is still important to pursue the ide,'1ls of classic

..c,experl.mentation where possible and appropriate. That being the case~ let us
,

review some of the "lessons learned", which might be of use in l"Jllrsuing both
the delicate and indelicate experiment.

" .
The first and most important lesson was also and first pointed out by Horow1tz
(reference 13), and it is to consider the beta erro.,-. As Horowitz pointed out,

, "
people in medicine and medical research do this all the time and people in
other practical fields should do Sf) too. What h~ had encountered w.:lS tile

, ., , ; ,
tendency in ~ome statistically ..m~rided pepple to ~et th~ level of the alpllil
error they W1ll accept at the traditional .05 level,; and to ignore th~ beta

, ';" ..;..
error. Especially with difficult data such as is f9und ln dynamic simulatlons,
this leads to frequent, if not continual, failure to reject the 111111.hypothesis. In a practical s~nse, that sort of uncrltical application of

; "

statistical techniques could lead to the rejection of many fine system
'.' ..;

concepts. This is what Horowitz rightly pointed out.

The data from these experiments and the power tables based on them can reduce; , .'
the likelihood of that kind of error by asking that the levels of alpha and
beta that will be used and the ~l11ourt:t of diffJ~~nce it .,is sou~ht to de~ect be
specified in advance. It is possible to compensate for the laCK of stattstic~l

,c , , , ';
robustness in the measurement process by choosing moderate levels of these

parameters.

A second major lesson learned i~ the importance of the practice and
familiarization factors in system experiment.c; and evaluations. The l~arning
curves sought and found in the SEM II experiment were quite dramatic. For this
reason, careful thought must be given to practice effects and hence sequence
eff:cts in the design of such experiments. However, it should be of some
ass1stance to know how long these effects last, as indicated by the curves.

Related to the question of the statistical power of simulation data, is the
...:questlon of the reliabilIty (repeiltabiltty) of such data. While one can

,.,. "" ,. ,. ,.

compensate,. for suc!' unrel.iabiltty ,.as was found here, it was found to be lower
,. ,.,. ,.',. ,. ,.,. ,.

than expected based 0[1 tile only otl1er eKperiment having "Ilch data. It was, in
,. "" ,. ,. ,. 'c,. .,",." ,.

fact, expected to be some amOllnt hIgher since now the dat.'\ was being collected
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by computer instead of by paper and pencil. This did not turn out to be the
case. While the reliability was not totally discouraging, due to the fact that
it can be compensated for by means of considering the setting of the alpha and
beta levels actually needed and by data aggregation, it is puzzling. This is a
topic which deserves some careful work and thought. The lesson to be learned
here is that n~w ideas for system measures should be sought out on a continuing
basis.

This same unreliability should caution those who wish to run simulations to the
effect that if a single sector system is comparatively unreliable, then a
multi-sector simulation's data are almost certainly much more unreliable,
because of the additional sources of variance introduced. While the
reliability and power calculations made here do not ~pply to multi-sector
simulations, they can be regarded as an optimistic estimate of what would occur
in a larger simulation.

While on the subject of the single-sector, single-controller system, it did, of
course, include simulated conversation and coordination with adjacent sectors
and even terminal areas, and, while we obtained no evidence on this topic
beyond the subject controllers' ratings of simulation realism, it seemed quite
satisfactory as a method for simulating the essence of the controller's job.
It would seem to recommend itself as a rather economical way of studying many
man/machine interface problems or plans, and even as a way to evaluate
individual controller training progress.

Another lesson learned here was that we only need to analyze a comparatively
small number of measures: the four factor scores, the four primary measures,
and the two additional auxiliary scores. This makes an enormous difference in
the sheer feasibility of data handling chores and interpreting this kind of
data. This set of scores should be accepted as an operating base for all
enroute simulations, at least until something better comes along, and
programmed into the simulation data collection system. A bonus from this
practice would be that after some time all ATC system simulations would be
interpretable in common data distribution terms.

Excessive. 

reliance on ratings by judges is not recommended even though the
judges here performed with some reliability. It must be remembered that they
were carefully and deeply t~ained, and were constantly observing the same
exercises.

Another lesson which should be learned is that there is available a way to
accumulate a set of traffic problems which are extremely different, thus
reducing practice effects, but which can be shown to be of a comparable level
of difficulty. The interaction between sector geometry and traffic density
could be used to generate a library of traffic samples whose level of
difficulty, as indicated by score distributions obtained in small experiments,
could be considered interchangeable. Another way of handling the traffic
sample "same but different" requirement was also demonstrated here, the
shuffling of start times in the same level-profile traffflc sample.
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The main lesson to be learned from the e)(perience with the index of orderliness
was not a clear-cut lesson about that index, which did not emerge, but,

nonetheless, a demonstration that, given a datq base like that used here, many
investigations about different and novel measures might be conducted.

A major question which arises is th~t of wheti)er there is ~dditional work i~
this area which should be done. There are at leas~ three study efforts whicll
should be undertaken, and it should be pointed out at the outset that
accomplishing t:hem will be considerably easier because of that which has been
done so far since, in subsequent investigations, even of methodology, the power
estimates which are available will enable careful planning of the required size
of the experiments which are t:o be cqnducted.

The first and most obvious follow-on work would involv~ continuing to work with
the available data bases from the~e experiments in order to seek for refinedmeasures. 

It should be remembered that the focus in this effort so far was
evaluative, not developmental. As a next step, variolJs ideas for novel
measures could be computed in these data bases and their relationships to one
another and to the standard measures atreaqy present could be examined.

The second step would be to extend the method to a multiple-controller sector
team and to a multi-sector system of reasonable size, say three sectors. The
goal here would be the comparatively simple one of determining the change in
variance, power and reliability which would be caused by working with these
more complex system spaces. This would probably be desirable to do even
though, on the one hand, it would be hoped that the need people feel for
duplicating complex system spaces. in simulation would be diminishing, and, on
the other hand, that the present power estimates could be used as
approximations (albeit optimistic ones for large systems).

The third possible direction would be to make a start into the study of
terminal area simulation methodology and measurements. A beginning on t\1is had
been made, but has since been po~tponed. In basic outline, the approach that
had been tentatively decided upon was as follows. First, there was to be' an
assembly of the customary classic measures for terminal area air traffic
control systelU functioning. Next, these measures would be administered at
three levels of traffic density and with several replications to a large number
of control "teams." The first attempt would be to try to red~ce the number of
measures by searching for the basic dimensions of measurement, and having found
those, to examine the data to estimate the parameters needed to plan
experiments of desired levels of statistical power for system evalu~tions.

However, the terminal area air traffic control system is nowhere near as simple
as the en route system. It is easy and clearly legitimate to represent the
en route system in microcosm; but the terminal system does not readily lend
itself to such simplification. The terminal team is composed of gever~l
individuals working not on the same airspace but. on different parts of the
airspace. While the smallest en route team groups aro\lnd one radar picture,
the smallest terminal team might consist of an arrival controller, a departure
controller, and a local controller and ground controller. While ground and
local control have rarely been simu.l.3ted. they could be by use of some
simplifying assumptions and rough presentations. Specifically. It would
probably not be too unrealistic to use the simulator to show the airport
surface as if on radar for the purpose of running a complete simulation. Doing
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such a simulation was considered. Also considered was running) with the Siime
people) a terminal area simulation in which one controller was looking at the
entire terminal area and performing the total control function alone) at a
much reduced level of traffic) of course. One major purpose would be tn
determine if the same measures were statisticalLy important in both team and
microcosm (single controller) terminal simulatlnnR. Another purpose would be tn
determine if) when similar conditions (systems) genmetries) etc.) were compared
in team and microcosm simulations) simil.'\r outcomes resulted. This would render
many terminal area issues investigatable by simulation which are now almost
prohibitive in the amount of effort required to accomplish them. Progress was
made in developing the list of measures which was to be evaluated and It ls
presented as Appendix F for the use of those who might be engaged in terminal
area simulation work.

There is one last comment it seems important to make about possible future
research that this experience has suggested. This, briefly, has to do with the
application of the methodology developed here to a related field. ;;is a traif1ing
progress criterion measure device for the individual controller. I~hile, as
said earlier, the reliability needs conslderable improvement for such a
purpose, such improvement does not seelu impossible.
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CONCLUSIONS

These experiments provided a statistical and methodological baseline for
quantitative system assessment using real-time air traffic control simulation
testing. In particular. the following conclusions have been reached:

presently constituted
of measures. These

forms
are

1. The en route measure set as

operationally meaningful clusters
occupancy, communication and delay.

recognizable
confliction,

2. 

The four factor measures produce as valid
performance as do the original many raw measures.

ofassessmentan system

3. The acquisition of stable data requires six hours
familiarization and training in the experimental environment.

of preliminary

4. The same four factors were tried in another experiment with another sector
geometry, two additional traffic densities, and a different group of
controllers, the factors still held up as being adequate basic dimensions of
measurement.

5. System evaluation using real-time ATC simulation in an objective I~nner is
only possible in a technically sound way if account is taken in planning
experiments of the relatively low statistical power of the measurement which
can be accomplished in the dynamic exercises. Tables of the statistical power
of the basic factor scores have been assembled based on the data here collected
and analyzed. Failure to assure adequate power will in most system evaluations
lead to the rejection of actually promising system ideas.

It is to be emphasized that the above conclusions were reached during tests
where one persont serving as the radar controller for the sectort. was
responsible for all the traffic in the sector. Alsot the traffic density was
held at a relatively constant level throughout a given session. Howevert
adequate provision for the exercise of adjacent sector coordination was
includedt and Some of the assistant controller duties were pre-performed. It
seems certain that the "one-person team" procedure would not have affected the
basic dimensions of measurement found for system effectiveness; although the
estimates of inter-team variation which entered into the power calculations
might possibly have been affected.
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APPENDIX A

LIST OF SYSTEM EFFECTIVENESS MEASUREMENTS AND DEFINITIONS:

gEM EXPERIMENT I





10. Number of Departure Delays

A count of those start delays of departing aircraft

11 Departure Delay Time

The duration of departure delays

Time in System

The number of active aircraft controlled by the subject, incremented

each second that control was exercised.

13. Number Aircraft Handled

Total number of aircraft under subject's concrol.

Number of Completed Flights

The nU8be~ of flights terminated by a handoff.

IS. Number of Arrivals Achieved

A count of enroute traffic transferred to the termination frequency.

Number of Departures Achieved

A count of active departures.

17. Arrival Altitude. not Attained

A count of enroute arrivals not trauaferred to the termination frequency

at an altitude greater than was predetermined. plus 100 feet.

18. Departure Altitudes not Attained

A count of enroute departures not transferred to the termination controller

at an altitude less than was predetermined minus tOO feet.

19. ~umb.r of Contacts

A count of ground to air =1crophone contacts.

.
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C~unication Time20.
The duration of ground to air contacts (Measure 19).

21. Number of Altitude Change.

A count of pilot me..age. to alter aircraft altitude.

22. Number of aeading Changes

A count of pilot messages to change heading.

Nuaber of Speed Changes23

A count of pilot messages to revise aircraft speed

Number of Bandoffs24.

The number of acknowledged handoffs to the subject.

25. Ranc!off Delay Time

The time between a handoff and the subject's acceptance of that aircraft

26. R8-idents

A count of be.coD identity requests.
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APPENDIX B

LIST OF SYSTEM EFFECTIVENESS MEASUREMENTS AND DEFINITIONS:

SEM EXPERIMENT II



Given below is a list of measures used in this experiment with definitions and

They generally consist of event counte~'s with their respectiveC=len~ary

duration. All uuration measures are in seconds.

11ft 1 s noted to the contrary. all measures are keyed to the following rule to

determine if an aircraft is under the control of the subject

CONTROL RULE

An ai~craft is under control if it is within the sector bou~dary or on the

frequency of the subject

That is to say, in order for an aircraft not to be under control it must be both

outside the sector and off ~he subject's frequ~ncy. When under contTol, an

aiTcTaft is considered the subject's Tesponsibility and all evenls relativ~ to

that aircraft are charged to the subject

DA -01 tlumber of P~th Changes (PTHCHAD)

The number or altitude, heading, and speed change messages sent to aircraft

under control

DA -02 ~umbcr ~f Barrier Delays (BRNDELD)

Th~ numb~r of instances a subject asks that ~ll entering traffic be halted.

DA -03 Duration of Ba~rie~ ~elaY5 (BRDURAD)

The beginning of it'nte cu.-nulati';e time :hat bar~ier deldYs remain in eff~c:t

bartOier deJay is referr~d :0 as a STOP message and ics cer.,ination as a START

mes;;age

;: -f)!. ~'I"".". "f St~rt '"Ic.l."!::s to Airo:raf,: Ct!STft.nI.D)

!he nu~.~er vf inst~"c~s that an air~raft was sch~duled t~ ~~t.r the problem 'Ali11

a STOP ~.'s.,C~ was in effpct

B-1



Note tl,-t STOP and START message~ can occur without any start delays accumulating

(If. for in8tan~e. no aircraft were s~h.duled to enter during this'interval.)

DA -OS Duration of Start Delay. to Aircraft (DSTADLD)

For each affected aircraft, the startThe cumulative duration of start delays.

delay eqUAls the difference between its scheduled start time and the time a START

message is entered

When traffic is stopped and then restarted all aircraft have their problem entry

time adjusted to keep the original spacing intact

DA -06 Number of Hold and Turn Delays to Aircraft (NOHTDLD)

The n~ber of occasions that aircraft are put into 3 hold or a turn lasting more

chan 100 sec"nds This is counted ai~craft under control

DA -07 Duration of Hold and Turn Delays to Aircraft (TMHTDLD)

The cumulative time of hold and turn delays.

Note that hold and turn delays occur only within the sector, and that turn delays

are counted only after 100 seconds. This is to allow course changes to be counted

as such

DA -08 Nuaber of Handoffs Accepted (NOHDFAD)

The number of aircraft hanced off and accepted by the subject controller

DA -09 Har~off Acceptance Delay ri~~ (HDFDELD)

The cum~lative tim~ between a handoff and the acc~ptance of that aircraft by the

subject

DA -10 Number of Cont~~ts (Ground to Air) (NOCTCSD)

71." nul::,.!r ,f imC!s ~i::-opil->ne crar.::r:tission is made by the subject
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DA -11 Dur.~tion of Contacts (Ground to Air) (DUCTCSD)

The cumulative time of ground to air contacts

DA -12 Total Delays (Hold + Turn + Start) (TODLYND)

(DA -04) + (rA -06)

DA -13 Total Delay Time (TODLTID)

(DA -05) ...(tA -07)

DB -01 Number of Aircrafc Handled (NACHDLD)

The number of aircraft that are accepted onto the subject frequency, or enter the

sector. (See Control Rule above.)

DB -02 Aircraft Time Under Control (ACTUC D)

The amount of time aircraft are under control, ~~erl for all aircraft handled.

DB -03 Average .\ircraft Time Under Control (ACTUCAD)

(DB -02) divided by (DB -01)

DB -04 Target Spacing Analysis -A (TSA A4D)

The number of instances that aircraft violate the separation standard of 4 miles

horizontal spacing and 950 feet vertical spacing. At least one of the aircraft

involved must be under control (see Control Rule above).

The measure is also referred to as 4 mile conflicts

DB -05 Target Spacing Analysis -B (TSA 85D)

Same as above with 5 mile horizontal separation.

DB -06 Target Spacing Analysia -C (TSA C3D)

Same 3S auov~ with 3 mile horiz~ntal separation

DB -07 ~u~3rion of !S,\-A (D~R!St\D)

Th~ ~ull\\,lo1t;'..e ciut"o1tion 'If I. mile conflicts
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DB -08 Duration of TSA-8 (OURTS8D)

The cumulative dur~tion of 5 ~ile conflicts

DB -09 Duration of TSA-C (DURTSCD)

The cumulative duration of 3 mile conflict..

DB -10 Aircraft Distance Flown (ACDSTFD)

The cumulative distance in ~iles flown by aircraft while under control.

DB -11 Fuel Consumption (FUELCO~

'n\e cumulative fuel i" pounds consumed by aircraft I1nder control

DB -12 Number qf Completed Flights (NCPFTSD)

The number of aircraft accepted by the subject that reach their destination and

are transferred by frequency change Co~tTol, as defined by the Control Rule,

must be relinquished at the destination point to be counted as a completed flight

Note that flight3 under control when the data period begins ~re campletable

DB -13 Arri':al Altitudes Attained (ARVLATD)

The number of arrival aircraft whose flight is completed within 100 feet of their

goal altitude

DB -14 Departure Altitudes Attained (DPTRATD)

Same as above for departure aircraft

DB -15 Aircrai~ Time in 30und.ry (ACBTM D)

The cumulative tim~ chat aircraft under control 3re within che test sector

SEM System Effectiveness ~easure

(See Appendix C)

CP~I Contr-.llcr ?crrormance ~ea5Ure

(See ...:'r":'lIdi:: C
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TABLE 4. CONFLICT FACTOR

Factor Score Coefficients

Day 1- ~ D:!!v 3J

Path Changes -.02 .03 -.03

Handoff Accept Delay Time .03 -.02 00

.OJ .01 -.01Number of Ground to Air Contacts

.04 .00 .1)1Duration of Ground to Air Contacts

Total Delays -.06 -.07 -.03

Total Delay Time -.07 -.04 -".03

Time Under Control ..
.01 .01 .ot

.23 19Target Spacing Analysis A .11

.24 .18Target Spacing Analysis B .to

.19 .15 .26Target Spacing Analysis C

.20.25 .17Duration Target Spacing Analysis A

.20 .22 .13Duration Target Spacing Analysis B

25.24 .19Duration Target Spacing Analysis C

-.05 .00Aircraft Distance Flown Under Control -.04

-.05 .02-.03Fuel Consumption Under Control

Arrival Altitudes Attained Completed Flights -.03 .16 -.06

08 -.01 -.03Time in Boundary
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TABLE 7. DELAY FACTOR

Factor Score Coefficients

~ ~~
.07-.06 -.00Path Changes

.06 .09.20Handoff Accept Delay Time

-.01-.01-.03Number of Ground to Air Contacts

-.09-.03 .01Duration of Ground to Air Contacts

.53.43.43Total Delays

.55.45 43Total Delay Time

-.04-.07.03Time Under Control

-.06.04 -.07Target Spacing Analysis A

-.10-.15.16Target Spacing Analysis B

-.01,10.00Target Spacing Analysis C

.10-.13 .07Duration Target Spacing Analysis A .

-.05-.08 -.10Duration Target Spacing Analysis B

-.002S-.11Duration Target Spacing Analysis C

.02 .os.08Aircraft Distance Flown Under Control

.03.04-.01Fuel Consumption Under Control

.01.05 -.05Arrival Altitudes Attained Completed Flights

-.07 -.13-.12Time in Boundary
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TABLE 8. FACTOR SCORE CROSS VALIDATION CORRElATION (SHEET 1 of 2)

Conf~F~s:,~QI

Factor Scores Computed Using Standard Scores of Day One Data

Day 1 Coefficients Qay 2 Coeffici~nt5 Day ~ Coeff!si~

.9802

.9259
1.0000

Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

1.0000 .9337
1.0000

Factor Scores Computed Usin~ Standard Scores of Day Two Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

.9152

.9293
1.0000

1.0000 .9377
1.0000

Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

Factor Scores Computed Using Standard Scores of Day Three Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

.9769
.9261

1.0000

1.0000 .9272
1.0000

Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

Throughput Factor

Factor Scores Computed Using Standard Scores of Day One Data

Day 3 CoefficientsDay 1 C~efficients Day 2 Coefficients

Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

1.0000 .8146
1.0000

Factor Scores Computed Using Standard Scores of Day Two Data

Day ~ CoefficientsDay 1 Coefficients Day 2 Coeffic!ents

Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

1.0000 .6924
1.0000

Factor Scores Computed Using Standard Scores of Day Three Data

Day 3 CoefficientsDay 1 Coefficients Day 2 Coefficients-

.8954
.9184

1.0000

1.0000 .7401
1.0000

Day 1 Coefficients
Day 2 Coefficien.ts
Day 3 Coefficients

D-8

.9438
.9141

1.0000

.8797

.8991
1.0000



TABLE 8. FACTOR SCORE CROSS VALIDATION CORRELATION (SHEET 2 of 2)

Communications Factor

Factor Scores Co~puted ~sing Standard Scores or Day On~ Data

Da'l 1 Coefficients Dav 2 Coefficients Dav 3 Cviliici~nts

Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

1.0000 .9282
1.0000

.9789
.9425

1.0000

Factor Scores Co~puted Using Standard Scores of Day Two Data

Dav 1 Coefficients Dav 2 Coefficients Dav 3 Coefficients

Day 1 Coefficients
Day 2 Coefficicnts
Day 3 Coefficients

1.0000 .9429
1.0000

Factor Scores Computed Using Standard Scores of Day Three Data

Dav _2_~~efticientsDay 1 Coefficients Dav 3 Coefficients

1.0000 .9316
1.0000

Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

Delav Factor

Facto~ Sco~es Computed Using Standard Scores of Day One Data

Dav 2 Coefficients.Dav 1 Coefficients Dav 3 Coefficients

1.0000 .8462

1.0000
Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

Factor Scores Computed Using Standard Scores of Day Two Data

Dav 1 Coefficients Dav 3 Coefficients.-Dav 2 C~efficients

1.0000 .8650

1.0000
.9440
.9610

1.0000

Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

Factor Scores Computed Using Standard Scores of Day Three Data

Dav 2 Coefficients ~v ~_~~e_f f ic i en t sDay 1 Coefficients

1.0000Day 1 Coefficients
Day 2 Coefficients
Day 3 Coefficients

.8096
1.0000

D-9

.9855
.9535

1.0000

.9802
.9559

1.0000

.9404

.9411
1.0000

.9329

.9251
1.0000









SORTED ROTATED FACTOR LOADING. SEM I. SECTOR 14 DENSITY 1TABLE 12.

FACTOR
1

FACTOR

2
FAl~T()R

3
~ACTOR

4
FACTOR

.000

.000

.noo

.564

.800

.757

.695

.693

.679

.000

.000

.296
.000

-.262

.000

.000

.000

.noo

.000

.000

.nno

.noo

.ono

.'330

.120

.2ha
.Q53

.937

..~24

.noo

.000

.noo

.000

.'-59

.000

.noo
.000

.000

.oon

.000

.000

.000

.noo

.oon
.000

.non
.~15
.802

.795

.6Q8

.137

15
23
24
28
13
18
17
21
12
19
22
20
11
10
1
9

26

.988

.975

.971

.604

.000

.000

.000

.378
-.251

.000

.000

.ono

.ano

.noo

.000

.251

.000

DBO2
DBlO
DBl!
DB15
DAl3
DBO5
DBO4
DBO8
DAl2
DBO6
DRO9
DBO7
DAl!
DAlO
DAOl
DAO9
DBl3

2.RRA 1..7023.2833.596VP

The above factor loading matrix has been rearranged Sl) that the columns 3ppear
in decreasing order of variance explained by factor..;. The rows have heen
rearran~ed so that for each successive factor, loadinK~ great~r than 0.500
appear first, loadings less than 0.250 have been replaced by z~ro. For
explanation of the abhr~viations used in the first colll"'n, S~t! appendix 1\.

D-13



TABLE 13. SORTED ROTATED FACTOR LOADING, SEM I, SECTOR 14 DENSITY 2

F A{~TOR
1

FACTOR

2
FA(~TOR

3
FACTOR

4

1)B06
DB04
DB07
DB08
DB09
DB05
DAl3
DH02
DBIO
DBII
DAl2
"AIO
DAOI
DAII
DBl3
DBl5
DAO9

19
17
20
21
22
18
13
15
23
24
12
10
1

11
26
28

9

.934

.929

.922

.914

.911
.850

.822

.358

.347

.372

.000

.000

.000

.000

.000

.387

..110

.000

.000

.000

.318

.000

.000

.000

.909

.895

.RR6

-.';89

.000

.000

.254
.000

.000

.noo

.000

.000

.000

.000

.000

.000

.255
.000

.000

.000

.000

.q17

.751

.747

.000

.000

.441

.000

.000

.000

.000

.000

.000

-.100

.000

.000

.000

-.20:;8

.000

.000

.000

.866

.R20

-.lSt

VP 6.357 '3.108 'l.336 .86-"

The above facto~ loading mat~ix has been ~ea~~an~ed so that the columns 3ppe.~r
in dec~easin~ o~der of va~iance explained by factors. The ~ows have been
rea~ranged so that for ~ach successive factor, loadin~s greater than 0.,00
appear first, loadings less than 0.250 have been replaced by zero. For
explanation of the abbreviations used in the first column, see appendix R.
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TABLE 14. SORTED ROTATED FACTOR LOADING. SEM I. SECTOR 14 DENSITY 3

FACTOR
1

FACTOR

2
FACTOR

3
FACTOR

4

DBO4
DBO6
DBO5
DBO7
DBO8
DBO9
DBO2
DRIO
DBll
DAO9
DAl2
DAl3
DBl5
DAlO
DBl3
DAOl
DAll

17
19
18
20
21
22
15
23
24

9
12
13
28
10
26
1

11

.936

.922

.906

.887

.873

.AOI

.356

.365

.362

.000

.000

.000

.421

.000

.268

.000

.000

.000

.000

.000

.347

.341

.407

.883

.876
.859
.527

-.291

.000

.000

.000

.000

.000

.156

.000

.000

.000

.000

.000

.000

.000

.000

-.'lR9

.356

.87R

.8(,1

-.707

.000

.000

.000

.490

.000

.000

.000

.000

.noo

.000

.noo

.oon

.000

.264

.000

.000

.'338

.853

."77

.6"0

.615

VP 5.425 3.278 2.735 2.238

The above factor loading matrix has been rearran~ed to that th~ columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each successive factor, loadings ~reater than 0.500
appear first, loadings less than 0.250 have been replaced hy z~rn. For
explanation of the abbr~viations used in the first column, s~e appendix B.
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TABLE 17. SORTED ROTATED FACTOR LOADING, SEM I, SECTOR 16 DENSITY 3

FAcrnR
I

FACTOR
2

F'AC":rOR
)

FA~TOR
4

DBO7
DBO9
PBOS
DBO4
Dl\O6
DBO~
DBll
DBIO
DBO2
DAl2
DAO9
DAII
DAIO
DAOI
DA13
DBl3
DBIS

20
22
18
11
19
21
24
23
15
12
9

11
10
1

13
26
28

.931

.926

.Q11

.909
.R94

.803

.000
.000
.000
.000
.000

-.364

-.'380
.000
.000
.000

-.255

.000

.000

.000

.000

.000

.340

.QSl

.947

.92R

-.623

.000

.ono

.000

.3A6

.000

.000

.446

.000

.000

.000

.000

.000

-.25R

.000

.000

.()On

.317

.787
.718

.617

.507

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.OO()

.000

.000

.000

-.869

.850

.'516

S.'361 '3.718 l.q84VP 2.051

The above factor loading matrix has been rearran~ed to that the cnlumns appe:tr
in decreasing order of variance explained by fa\:tl)r~. The rows have been
rt!arran~ed so that for ~a\:h succt!ssiVt! factnr, loadin~.c; great~r than o.soo
appear first, loadin~s It!ss than 0.250 have beel} repl~ct.'rl b';l ~t'ro. For
explanation of the abbr~viations used in the first cnlumn, ~e£' appenrlix R.
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APPENDIX E

COMPUTATIONS OF RUN SCORES BASED ON THE INDEX OF ORDERLINESS



THE INl)EX CF ORDERJ JNf':S,q

A. George Halverson derived the index of oroerliness as a measUI"e of th(~ r1.:~k
of collision of an air traffic control situation. ReferenceR 10, 11, l?, (lI1O
13 of the main body of this report contain the technical hackgrounrl.
Halverson's original work, particularly as described in an lmpuhUsheri
technical note of August 1971, "Index of Orderliness: Proposerl Measure of
A'IC System Perfornance", contains marJy alternative foI'fTIU1ations. SaTre of
these allow for accelerated motion, turns, etc. In many cases the index
values are not constrained to lie between zero and one. SaTre of these iruii~es
are inversely proportional to the miss circlA or miss VOll~ with or withOllt ;1
t1me-dependent exponential damping term. Halverson discussed several me~~ or
obtaining an overall rating, including frequency analyses and ~~e of
autocorrelation functions.

In the Air Traffic Control Simulation Facility (ATCSr') the instantaneous inrlex
of orderl.1ness for two targets has been implemented in the form:

(l) ADD=zn' rn .e-tm
where: tm is the time to m1nilTnlm 11Orizontal separation, in rrd.nutes

rn is the normalized horizontal separation at minimum horizontal
separation (CPA)

and: zn is the normalized vertical separation at CPA.

This version of the index of orderliness is essentially a measure of the rtsk
(probability) of a confliction occurring if no control actton is taken and all.
targets continue on straight, unaccelerated flight paths. The index is
roughly proportional t..o the retio of a) the vol~ of a cylincier with height
equal to the altitude separation at CPA (ZRMIN) and r~~ius of the horizontal
miss distance (RMIN) to b) the volume of a cylinder of height equal to the
critical altitude separation, ZRCR, and radius of the critical horizontal
separation, OCR. The negative exponential term discollrlts rx>tential
conflictions in terms of their distance in time.

In the A~SF the value of the l"isk 1J1dex, ADD, is calculRtAti every s1mulatll)Tl
time step (normally every second) for all active targets, pairwise. The
calculations performed during data reduction and ~lysis (DR&A) in the ATC~~'
are as follows:

Consider two targets (1) and (2), with coordinates (x(l),y(l),z(l)) and (x(2),
y(2),z(2)). Define their respective velocity components as (XIXYr(l),YIXYr(l),
ZRATE(l)) and (XDOT(2) ,"fDOT(2) ,ZRATE(2)).
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Then:
Separation retween the two tar-gets 1s
in X coor'rlinate, XR=X(1)-X(2)

in Y coo~dinate, YR=Y(1)~Y(2)

in Z coordinate, ZR=Z(1)-Z(2)

and the square of the horizontal separation, ~~Q = XR2+YR2

Relative velocity components-
in X, XRroT = xror(1)-XIXYr(2)

in Y, YROOr = YOOr(1)-YOOr(2)

in Z, 'lBATFJ1 = ZRATE{ 1 )-ZRA'I'E (2) "
Hoctzontal speed, SPEED = (mtXJr2+YRoor2) ~

Relative distance to CPA, PATHL = XRoXRlxYr+YRoYRI"XJfi

Horizontal separation at closest point of approach (~PA) -
Rt1lli = I YRror.XR -XRror-YRI /SPEED

Tine to CPA -
'IRMIN = -PATHL/(SPEED2)

Vertical separation at CPA
ZRMm = I ZR+ZRATEe'rnMINI

For .~ the critical horizontal separation, RCR, was set ~t 10.0 nml, and thp
critical vertical separation, ZRCR, was set at 1,000 feet.

Equation (1) becomes:

(2) ADD = e-('mr-1IN/60). (ZRCR:ZRMIN) .(~fi~-:-~j!Ng)
ZRCR !1(~H

where ADD is the instantaneoll.<3 ihdex for two targets.

The instantaneous (or every second) risk inde:<, A.DD, was subjected D> 8. set; or
constraints. ADD was set to zero if-

a) ADD calculated is less than 0.01

b) Range is not closing, i.e.: RSQt=l~RSQt=l-l
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c) The minimum ~e at '~PA, R4IN, is ~reater than RCR

d) The m1nlr'llin altitude St~paration at CPA, ZRMIN, is gr~atAr thR!1 ZRCR

e) Time to CPA, Tffi4IN, 1s greater than 420 seconds (7 m~1utes

f)

Either target is a dep~rture flying below 1,000 feet.

Targets are locked onto parallel IrA~ coursesg)

h) Either target has landed or is inactive (cturing t}~ on~-mjnI1t~ Intervnl)

The r"isk measure for a pair of targets for a minute ls t.al<en as the nnxj.muJ'1
value of ADD for that pair for that minute. The ~isk fnr R ~nntrn1l~r
(subject) for a minute 1~ the risk of at leMt nne ~()nfl tctt()n (~~urrin~~
durjl1g that minute. This is el1ual to. 1. a less the rotsk of no conf1tcttoru1,
which is the product over the pairs of 1.0 minus the risk of confliction.

i=n
(3) IOO=1.-(1.-ADD1) .(1.-ADD2) .(1.-ADD3)'" (l.-A°Dn)= 1.- 1T (l.-ADDi)

i=i

A single value is needed to expr~ss t~ index of orderliness for 8. r'lln. T'l1rr~,~
different cumulation methods ,,1ere evaluateo for obt!'l.inin.g a reasure (~ompat.'1.hl.~
with the SEM measure set and the SEJl1 experirnental contlttlons. These were t.hr'c
arithretic rean,ORDl, the variance, ffiD2, MO th~ curmllat,ll/e pl'ohabl11t,y
functlon,ORD3, of the index.

For a ~ of n minutes dur'::ition, the mtnute-by-m1nute V'dl.ues of the index, TOt)
(equation 3) are cumllate(j by:

1=n
E

(4) ORDI = i=lIOQ1 = roo
n

1=n
E

1=1 (IOQ1-TOB"") 2-
(n-l)

ORD2 =

(6)

1=n

ORD3 = 1.0-1(1.-1001
1=1

Note that ORD3 will re identically 1.0 if at any tnstant during the s1mul:-i.tt()n
the risk of confliction is 1.0. In addition, the ~xilrum value of ORD3 woull.1
be 1.0, no natter what else recurred in thf': M1an~e of the Mm.
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APPENDIX F

LIST OF TERMINAL AREA SYSTEM EFFECTIVENESS MEASURES





3 Aircraft Ti=e Under Control -The amount of time aircraft are within

the boundary, summed over all aircraft.

4 Number of Start Delays to Aircraft -The nwaber of instances chat an

aircraft was scheduled to enter the problem while a STOP mes.age was

in effect

5

6

7

Turn and Rold Delavs -~e number of occa.ions aircraft within the

boundary are put into a hold o~ ~ turn la.tins mo~e t~aa 70 seconds.

Total Delays -Turn and Rold D81ays plu. Start Delays.

Sta~t Delay Du~ation -The cumulative du~ation of Start Delays. For

each affected airc~aft. the sta~t delay equals the difference between

,ts 

scheduled start time and the time ~ start message is entered

8

9

T~rn and Hold Duration -The cumulative duration of T~rn and Hold

Delays within Che boundary.

Total Dela-, Duration -The cumulative duration of Start Delays as well

as Hold and Turn Delays within che boundary.

10 Number of ?ath Chan~es -The ~umber of altitude, headi~g. and ,peed

changes issued to aircraft within the boundary.

Number of Path Olanaes Outside Boundary -The nl8ber of altitude,

heading, and. speed changes issued to &ircraft outsiae the boundary

~umber of aandoffl Acce~ted -!he total number of aircraft handed off

and accepted by the subject controller (in.ide the boundary, ou:lide

che ,oundary, and ~or:h Co south withi~ the boundary

13

14

Hand-off Accepc Jelav Time -The cumulative cime ceC"Jeen a handoff and

the acceptance of chat aircraft by the subject conc~oller.

~umber of Kandoffs Outside the ~oundary -The cocal ~umber of aircraft

handed off and accepted by the subject controller outside the boundary
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15 ~orth-South Hand-offs Acce?ted -!he Cotal number of aircrafc handed

off between che cwo members of che concroller team.

16

l;

~orth-South Hand-off Delay rime -The cumulative duration of

North-South Hand-offs Accepted.

Aircraft Distance Flown -The distance flown b', a~rcraft '#ithin the.
boundary 9ummed over all aircraft

18 AiTcraft Fuel Consumption -!he cumulative fuel in pounds consumed

by aircraf~ within the boundary computed u8ing the ATCSF fuel

conSWD1lcioQ ~del

19 ~umber of Arrivals -The number of completed arrivals for both IFR

and Vi'B. aircraft.

2C. ~umbe~ of De~artures -The number of departures for both !rR and

'IrR aircraft.

Zl DeDarture Altitude Not Attained -The number of departing aircraft

which do not climb above:

tFR (C.tegory l-a> -3000 feet

tFR (Category 9-12) -6000 fe.t

VYR -2500 fe.t

Z2 Mis.ed Approaches -The ~U8ber of syste. senerated missed approache..

Aircraft misalign~d wiCh che ILS are spontaneously sent inco missed

approach status

23 Ground-to-~.ir ~on:ac:s -!he number of times microphone cransmission.
is made by che subjecc or Ceam

Z4 ';round-to-Air Contacts Duration -The cumulative time of ground-to-air

contacts.

Z5 Arrival Intet'Val (Seconds) -~e av.rage nl8ber of seconds between

comoleted arriv.ls.



Ar~ival Interval Variance (Seconds) -!he va~iance in the distribution~~~~ of ar~ival intervals.

~7 Arrival Interval (Miles x 100) -the average number of Giles between~ ~

an arrival and the next arrival for all arrivals in the 60 ainute

teat period timea 100.

28 Arrival Incerval Variance (Mil.. x 100) -!h. variance in the

aiatribucion of Arrival Incerval. for mil.. x 100.

29

30

I1S Clearances -The number of aircraft cleared to the Instrument

Landing System (ILS).

Control Action. After I~S Aooroach Clearance -Aircraft cleared for

tLS approach will complete ~hat approach unle.. anocher clearance,

other ~han a speed control is given. These actions, after ~he

approach clearance, are counted and shown under this ~eading.

~iS8ed app~o.ches !he ATCSF already provides an automatic

mis8ed approach if an aircraft which has been cleared Eor an

!LS 

approach is physically positioned such that it is impossible

to perform the approach. !he controller ha. the option of

31

requiring ~ector' for spacing after an approach clearance.

Number of 3arrier e=lavs -The number of in.ean~e' a subject ask,

that all entering traffi~ be halted.

32. BarTier Delav Duration -!be cumul3tive cime chat barrier delays

remain in effect. The beginning of a barrier delay ~S r~ferred co

33

as a STOP Message and it, termination as a START message.

Aircraft Displayed -The total number of aircraft displayed on the CRT
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34 Aircraft Time Displaved -The :umulative duration of time in which

accive aircraft are displayed regardless of thelr position o~

classification

35 total Fuel Consum~tion -the :umulative fuel con.um~tion of all

active aircraft in the problem regardless of their position or

cla..ification.

I
36. Total Distance Flown -Tne cumulative distance flown ,y all acti'/e

aircraft in the problem cegardless of :heir position or clas8ification.

37. Uncont~olled Aircraft Displayed -'nIe l1umber of uncontrolled

aircraft displayed.

38. Un~ontrolled Aircraft rim. Displayed -'n1e c~lative duration in

which UD~ontrolled aircraft are displayed.

39 Controller Keyboard Errors -Keyboard err~rs which are detectable

as such thr~ugh the baseline ATCSF software.

40 Pilot Keyboard Er~or~ -Keyboard er~ors by simulator operators which

a~e detectable as such through the ba.eline ATCSF software.

Group 8 -(System Elements)

41. Tarzet S"acinz .~alvsis 4.0 for In Aircraft (TSIFR 1..0-950 ft.) -

The ~umber of i~stances that IFR aircraft violate the separation

standard of 4 miles horizontal 3~acing and 950 feet vertical s~a~ing.

Both aircraft involved must be under IFR c:ntrol and ~ithin the

~ounciary

:'2. Tariet Soacina .~alvsis 3.0 fl)r Ira Aircraft (TSlrR 3.0-950 ft.)-

Same as TSIFR 4.0 except horizontal separation is 3 mil...
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43 Target SpacinR Analvsis 2.; for IFR Aircraft (TSIFR 2.5-~;0 ft.)-

Same as TSIFR 3.0 excepc horizontal separation is :.5 ~les.

44 Target Spacing Analysis 2.0 for IFR Aircraft (TSIFR 2.0-950 ft.)-

Same as TSIFR 2.5 axcept horizontal separacion is 2.0 miles.

45

"6

target Spacinl Analysis 1.0 for rfR Aircraft <tSIfR 1.0-950 ft.)-

for IFR aircraft.

47 Duration TSIFR 3.0 -The cumurative duration of 3.0 Qile conflicts for

In aircraft.

48 Duration TSIFR 2.5 -The cumulative duration of 2.5 ~l. conflicts

for In aircraft.

Duration !SIFk 2.0 -!he cumulative duration of 2.0 mile conflicts49

for IF! aircraft.

50 Duratio~ TSrFi. 1.0 -The cumulative duration of 1.0 Mile conflicts

~or In aircraft.

51 Target Spac:in~ Analysis Z.O for 'in Aircraft (TSVfR Z.O-4S0 ft.)

The numaer of instances that vrR aircraft violate the separation

standard of 2.0 mile. horizontal spacinl and 450 ft. vertical spacinl

~.low a bei;ht of 6,500 feet and within a radiu8 of 10 miles of cne

At least one aircraft mus~ be VFR!'adar center

target Spacinl AIlalvsis L.S :or 'lFR Aircraft:tSVFR ~.5-..S0 ft.)

~ame as rSVFR 2.0, but with hori%ontal separation of 2.0 miles

52

!ariet Spacini Analysis 1.0 for 'IFR Aircraft (!SvF! 1.0-450 ft.) -

Same ~. !SVFR l.5, but with horizontal separation of 1.0 =ile.

5J

54 Duration TSVFR ~.O -The cumulative duration of 2.0 mile ~onflicts

for 'TFR aircraft 0
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Duration TSVrR 1.3 -The cumulative duration of l.5 mile confl.",.

for VtR aircraft.

Duration TSvrR 1.0 -The cumulative d~ration of 1.0 mile confliets

for 'T"FR aircraft.

So

1arKet SpacinK Analvsi9 6.0 for .l.ircrart on the 1L5 (151L5 6.0)

The number of instance9 ~hat a~~ropriate categories of aircraft

5;

"iolate the 0.0 ~ile separation standard in the table ~elov.

I

C~n:lict S~?aration ~arameters

Horizontal Separation
(Pillbox Radius>

Trailing
A/C Size

Lead.
AIC Size

Index
No.

3 mi, .
..mJ.
6 mi
3 mi
3 mi
; mi
3 mi
3 mi
I. mi

Small
Large
Heavy
Small
!.arge
Heavy
Small
Large
tieavy

1
2
3
I.
~

S_ll
Small
S_ll
LArge
LArge
L.rge
Heavy
Heavy
Heavy

8
9

58. Tarlet Spacin~ Analysis 4.0 for Aircraft on the ILS (TSILS 4.0>-

The same as TSILS 5.0, except separation is 4.0 miles.

;9. !araet Spacin~ Analysis 4.0 for Aircraft on che ILS(TSILS 4.0>-

!he same as TSILS ;.0, except horizontal separation is 4.0 miles.

~o. ~ariet Sp.cini An.lvsis 3.0 Eor .o\i:-craft on :he ILS (fSILS 3.0) -

The same as TSILS 4.0, except horizontal separation is 3.0 miles.
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Duration of TSILS 0.0 -rhe cumulative duration of 0.0 mile

conflicts for aircraft on the ILS.

Duration of TSILS 5.0 -The cumulative duration of s.u ~ile

conflicts for aircraft on ~lIelLS.

~J. Duration of TSI~ :.0 -Same as above, but for 4.0 mile co~flicts.

~4. ~~ation of TSILS 3.0 -Same a. above, but for J.O mile couflicts.

~5. ARTS Conflict Alert -The number of AR!S conf1ict alerts.

111. (J mile) Ccnflict! Octside Boundar] -The number of chree mile

conflicts occurr:ng outside che ooundary for 1F1. aircraft.

66

Group C -(Radar Advisory Aircraft)

list of me..ures below i. defined here only for RAd&r Advisory Aircraft

the count' and durations of the.e ~e..ur8. are computed for Rad.r Advisory

Aircraft only. In every other respect their definition is identical to the

analo~ou. system elements in Group A.

67. Number ~f Aircraft Randled (RA)

~8 Aircraft Time Tlnder Control (RA:

~umber of Start Delays ~o Aircraft (RA)

70 Turn and Kold Delay. (RA)

71. Total Delays (SA)

Start Oelay Duration (RA)

Turn and Hold Duration (RA)
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74

7S

rot.l Delay Duration (RA)

~umber of Path Changes (RA)

76. North-South Kandoff Accepts (RA)

77 ~orth-South Handoff Accept Del&y Tim. (RA)

Aircraft Distance Flown (RA)73

79, Aircraft Fuel Cons~tion (RA)

Group ~ -(IFR Aircraft){

!he list of measures ~elow is defined here only for IFR aircraft. The counts

and duration. of chese ~ea8ures are computed for tFa aircraft only. tn every

other respect :heir d.fi~ition is identical Co che analogous iystem el~ments

in Group A.

80 Number of Aircraft a.oaled (IFR)

81 ~umber of Completed Flights (IFI)

82 Aircraft Time Jnder Control (IFR)

83 Number of Start Delays to Aircraft (IFR)

Turn and Hold Delays (IFR)84

85 rotal Delays (In)

86

87

Start Delay Duration (IFR)

Turn ~nd ~old Duration (IFR)

88

89

Total Delay Duration (IFR)

Number ~f Path Changes (IFR)

90. Number of Handoffs Accepted (IFR)

91. Randoff Accept Delay Time (IFR)

92. 

~orth-30uth Randorf Accept! (I1R)

93. North-~outh R3ndoif Accept Oelay rime (Ira)
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