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EXECUTIVE SUMMARY

Overview

The railroad industry isdeveloping a new generation ofprocessor-based signal and train control
systems to improve safety and enhance operations. To meet the challenge of enabling railroads to
adopt new signalprocessor based technology while reducing risk, the Federal Railroad
Administration published the Noticeof ProposedRule Making (NPRM), "Standards for
Development andUseof Processor-Based Signal and Train Control Systems; Proposed Rule,"
(Department ofTransportation, 2001). TheNPRM proposes that probability-based risk analyses
(PRAs) be used as part ofa performance-based standard to evaluate the risk associated with the
introduction ofnew systems.

Humans playa veryimportant role in ensuring safetywith thecurrent traincontrol systems.
Actions include stopping trains when reaching the ends of approved track occupancy (either
signal- or block authority-based), keeping trainspeeds within approved limits, maintaining
separation from roadway workers and work locations, andtaking actions when things generally
"gowrong." The NPRM specifically identifies the need to consider human actions, including
their ability to provide "coverage" (i.e., to correct or overcome failures) for the automatic
systems.

Any meaningful PRA needs to examine human actions (errors, decisions, work-arounds,
circumventions, etc.) in a way that accounts forwhat isknown about human performance in
technological environments and how human errors canresult. This report describes a general
human reliability analysis (HRA) methodology for analyzing human performance and estimating
the reliability ofhuman actions that canbe used in support ofPRAs being performed aspart of
the Product Safety Plan (PSP) submissions to the FRA. In order to exercise and illustrate the
HRA approach, it was applied to the safety evaluation of the Communications-Based Train
Management (CBTM) System being tested byCSX Transportation, Inc. (CSXT). The report
describes theoverall approach to the HRAand its trial application to the CBTM evaluation.

The report includes a set ofguidelines and recommendations for performing a human reliability
analysis to insure that theresults will be credible, acceptable to thebroad setof stakeholders,
meet accepted standards for human reliability analysis, and able tobeintegrated into probabilistic
risk assessments.

It is intended to provide guidance for both organizations that are trying to develop an HRA plan
as well as regulatory agencies such as theFRA charged with evaluating an HRA analysis that
may be submitted as part of a product safety plan.

Approach for Human Reliability Analysis

The purpose ofhuman reliability analyses is toestimate the likelihood ofparticular human
actions (that may prevent hazardous events) not being taken when needed, or other human
actions that may cause hazardous events (by themselves orin combination with other conditions)
occurring. Failures to take action to preventhazardous events, and actions that causehazardous
events, are commonly called "human errors" in HRA. This term does not imply that people are
necessarily personally responsible orculpable in some way, just that an action was omitted (or
taken) that adversely influenced safety.
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l.r Causes

Individual/Team actions

Task/Knvironmcntal conditions•

A Organizational factors

(Adapted from Managing the Risks ofOrganizational Accidents, Reason, 1997)

Figure E-l. Relationship of Safety, Human Errors, and Their Influences

Figure E-l shows a top-level representation of human performance, how human errors can create
weaknesses in safety defenses, and how those human errors are conditioned by the environment
in which people work. At the very top level,potentially hazardous situations (such as train
collisions with other trainsor roadway workers and derailments due to overspeeding) are
prevented from becomingaccidents through defenses being in place. The defenses include the
train crew complying with therulebook of operations, the use of thecomputer-aided dispatch
system (CADS), adhering to speed limits, and the application of fail-safe design principles. Fail
safe design seeks to eliminate the hazardous effects of a failure by having the failure result in
non-hazardous consequences.

It is the purpose of the HRA task to estimate the probabilities of human errors that can potentially
fail the defenses. However, this estimation needs to take into account the work environment and
task conditions under which the work is done, since these can provide an important influenceon
the likelihood of error. For example, bad weather, long shift times, and high workload all can
increase significantly the likelihood of human errors. In turn, work environment and task
conditions are often influenced by organizational factors like work rules, duty times, and so on.
Therefore, the error estimation process needs to account for these contributingfactors.

Human reliability analysis employs a set of tools to estimate the likelihood of required human
actions being performed when needed. These likelihoods can then be incorporated into the
overall risk assessment, so they can be combined with other probabilities, such as those of



equipment faults andother hazardous states, to estimate the overall likelihood of hazardous
events.

There are four main tasks that need to be performed as part ofan HRA. These tasks represent the
general process bywhich human reliability analysis supports probabilistic risk assessment
tailored to railroad operations. The details ofthese steps may vary in each application.

1. Qualitative Evaluation ofHuman Factors Issues. Analyze the impact ofthe current work
environment and new technology on human performance. This task requires study of
operatingrules, procedures, available data, as welldirectobservation of the work
environment and interviews ofindividuals involved in the work. The goal is to identify
the major sources ofhuman risk and reliability with and without the new system as well
as to understand the factors in the current environment that enable errors to be caught and
recovered.

2. Survey ofDatabasesforHRA Sources. Identify collections ofdata that may berelevant to
the quantification oferrors, problems associated with direct application ofthat data, and
ways in which experts inoperations can evaluate and adjust that data to the case at hand.

3. Quantification. Develop quantitative estimates of the likelihood ofthe human actions in
question. The process for quantification always begins with an evaluation of the
relevance ofavailable data to the actions under analysis. The data often provide a broad
base for estimation, but almost all databases have limitations and gaps (such as the
criteria for events toberecorded) compared with the modeling requirements of the PRA.
In many cases an expert estimation process is used to make adjustments for these
limitations and gaps.

One approach is toconduct anexpert elicitation workshop that brings together experts in
human factors, HRA and PRA and people with extensive experience inrailroad operations to
examine the available data and agree onplausible quantifications. The operations experts
examine the models and assumptions to ensure that they represent thesystem as it is (orwill
be) operated. Experts in analysis andoperations thenjointlyexamine the available data and
agreeon adjustments to compensate forknown limitations. For manyevents there will be no
relevant tabulated data. In such cases, the workshop facilitators elicit the best available
evidencefrom the experience of the expertsin operations, which is then usedas a basis for
direct estimation ofthe error probabilities ofinterest.

Theerror probabilities arerepresented bydistributions ratherthan a single-point estimates
so as to explicitly represent the range ofuncertainty in the estimate.

4. Documentation. To permit review and later understanding of the details ofthe
quantification, all resultsand processes mustbe welldocumented, providing the bases for
all estimates.

Section 2 ofthe reportprovidesa detaileddescription of the steps involved in these four main
tasks. The steps in the HRA process include:

• Identify the specific unsafe actions to be estimated, as defined by the context of
the PRA.
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• Perform a qualitative human factors analysis to identify the major factors contributing to
human risk and reliability.

• Identify the relevant data sources for each action to be modeled.

Identify the limitations andgaps in each data source as related to the actions being•

modeled.

• Implement an expert elicitation process to overcome the limitations and gaps in
the data sources.

• Synthesizeand document the results.

• Perform a reviewof the resultsby people familiar with train controloperations to
make sure the analyses and resultsare compatiblewith their experience.

Example Analysis for CBTM Study

Indeveloping the NPRM, the FRA andmembers oftheRailroad Safety Advisory Committee
(RSAC) task force charged with developing therulewere concerned with how to assess safety of
railroad operations using the new systems; i.e., what is theimpact onoperating risk. While the
proposed rule allows for use of both qualitative and quantitative risk assessment methods, the
FRAhas supported thedevelopment ofa quantitative simulation approach called the Axiomatic
Safety-Critical Assessment Process (ASCAP) developed by the University of Virginia (Kaufman
& Giras, 2000; Monfalcone, Kaufman, & Giras, 2001).

A majorobjective of the HRA project wasto provide a demonstration oftheHRA quantification
process as input to riskquantification models such as ASCAP. The CSXT CBTM safety case
was used to illustrate the methodology. CBTM is a form oftrain control that provides a warning
to the locomotive crew when the train is predicted to exceed the limits of its authorityand stops
the train if the operator fails to act in time.

The HRA process outlined above was used to estimate human reliability values for input to
ASCAP. This involved:

• Estimating human reliability values for the base case: current railroad operations in the
territory where CBTM was tested. This CSXT territory was located between Spartanburg,
South Carolina and Augusta, Georgia. It was largely "dark territory," with direct train
control (DTC) as the method ofoperation. The operations analyzed in this study were
exclusively DTC.

• Examining the potential impact of CBTM on human performance and human
reliabilitywhen added to the current DTC operations in the above territory.

The study analyzedthe probabilities ofspecific human errors representing potential contributors
to the risks being modeled in the ASCAP study of the CBTM system:

1. Train enters a block without authorization

2. Train exceeds the track speed limit

3. Train enters a preplanned work zone (published in the train bulletin) without
authorization
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4. Train crosses a misaligned switch

The CBTM system can potentially reduce the likelihood ofoccurrence ofthese events; they fall
within the set offunctions PTC was intended to address. Therefore, the analysis was performed
for the base case (current operations without CBTM) and the case when CBTM is operational.
Other accident scenarios, such as those involving grade crossings orcollisions with "Hi-rail"
vehicles used by inspectors were not modeled because they were not affected bythe planned use
ofCBTM and therefore are not part ofthe ASCAP study. These represent important risks and
would be analyzed for new systems that could affect them.

Qualitative Analysis

The qualitative human factors analysis involved two aspects: (1) ananalysis of the current work
environment to understand the typesoferrors that can arise and the factors that contribute to
those errors; and (2) an examination oftheproposed CBTM system, it's user interface and
proposed human-system interaction, to assess itspotential impact onhuman performance and
human reliability.

An early prototype of the CBTM system was being tested onthe CSXT territory between
Spartanburg, South Carolina and Augusta, Georgia. This provided usanopportunity to (1)
directly examine itsuser interface features and observe its operation, and (2) getinput from
CSXT locomotive engineers and trainers who had familiarity with the prototype CBTM system.

As part ofqualitative analysis, two site visits were conducted: a visit to the yard inSpartanburg,
South Carolina to interview andobserve CSXT locomotive engineers andconductors, as well as
to ride a locomotive equipped with the CBTM system; a visit to theCSXT Dispatch Center in
Jacksonville, Florida, to interview and observe dispatchers tounderstand CSXT dispatch
operations andthe factors that could contribute to dispatchererrors.

The results ofthe interviews and observations provided the background necessary for structuring
the topics covered in theelicitation of expert evidence andestimation ofprobability distributions
that occurred during a Human Factors Quantification Workshop thatwas conducted as part of the
HRA quantification process.

Quantitative Analysis

The primarytasks in the quantitative analysis were the identification ofrelevant sources ofdata,
specification of their limitations and gaps, and applicationofan expert elicitation processto
compensate for these limitations and gaps.

Two kinds ofdata are required in HRA studies: information about the numbers ofevents similar
to those being modeled, and information about the number ofopportunities for such events so
that a probability or frequency ofthe events can be estimated. Two major sources ofdata were
identified in this study: databases maintained by the FRA, and databases maintained by CSXT.
Both sourcescontain information about the frequencies ofevents and the opportunities for such
events.

While these databases contained relevant information, they exhibited certain limitations and gaps
with regard to the events being analyzed. In order to compensate for these limitations, the data
needed to be filtered and scaled. To perform these adjustments, a two-day expert elicitation
workshop washeldon October29 and 30,2001, in Greenville, South Carolina. Thirtyattendees
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participated inthe workshop including: four railroad representatives and associated consultants;
thirteen workers, union representatives and associated consultants; six FRA representatives and
associated consultants; one University of Virginia (ASCAP contractor) representative; and six
Volpe Center and associated consultants (including the HRA team).

The formal process for elicitation ofexpert evidence and estimation ofprobability distributions is
discussed fully in the main report. The final probability estimates for the human error events
were computed based on the combination ofthe databases and expert judgments and generally
took the form ofprobability distributions.

Results

Train-causedBlock BoundaryExceedances

This eventinvolveda trainentering a block forwhich it does not have authority because of an
error bythe train crew. Based upon the available data sources, two paths potentially existed to
analyze the likelihood oftrain-caused block boundary exceedances. One was to use the CSXT
disciplinary data thatwere associated with allCSXT operations, and the second was to focus on
theexperience within the trial territory (between Spartanburg, South Carolina and Augusta,
Georgia).

The CSXT-wide analysis led to an estimate ofthe exceedance rate to be a distributionwith a
mean of3.14 x 10 "7 events per train-mile. The territory-specific estimate was a distribution
having a meanof5.26x 10 per train mile. This difference of a factor of twowas considered not
significant, given thenumber of assumptions used to generate them. The ASCAP analysis
modeled the exceedance rate per block, not per train-mile, in its estimates. Given that there were
19blocksalongthe test territory of 120.5 miles, the average blocklength was 6.3 miles.
Therefore, the mean exceedance rate per block using the CSXT experience was 1.99 xlO"6 events
per block, and using the territory experience was 3.34 x 10"6 per block. To select between these
two results, their distributions were compared.The comparison is shown in Figure E-2.

0.18

0.16-

0.14 -

£0.12
~ 0.10 H

0.08

0.06-J

0.04

0.02

0.00

.a
a
.a
o

All CSXT Territory

CBTMTerritory

1.0E-06 2.0E-06 3.0E-06 4.0E-06 5.0E-06 6.0E-06

Exceedance Rate/Block

Figure E-2. Comparison of Results for CSXT and Territory Experience

Thetwo distributions overlap, withthe territory specific distribution (labeled CBTM territory)
extending past the CSXT wide distribution (labeled All CSXT Territory). Based on this
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comparison, the workshop participants agreed that the CBTM territory result should be used
since its mean was slightly more conservative, and its distribution enclosed that of the CSXT-
wide analysis. Therefore, the distribution for use inASCAP for the probability of a train crew to
exceed its limit ofauthority can beapproximated by a normal distribution having amean value
of3.3 x 10"6 per block boundary and astandard deviation of6.8 x 10'7.

A similar quantification process was used toprovide probability estimate distribution for each of
theother human error events analyzed for the base case. The following results were obtained:

• Dispatcher-caused Boundary Exceedances: The mean rate for dispatcher-caused exceedances
was 3.5 x 10"6 exceedances/block boundary.

• Overspeeding Events: The calculated rateforexceedances perrestriction was a distribution
with amean of4.6 x 10"6 exceedances per speed restriction.

• Switches: Two switching errors were considered: the likelihood ofa manual switch being left
in thewrong position, and the likelihood of a train running over a mis-positioned switch. The
distribution of the likelihood ofa switch being in thewrong position at the timea train
approaches had amean value of1.3 x 10^ per train. Ofthe 10 manually positioned switches
along the length of the route, crews stated that (because ofthe visibility of thespecific switch
targets) they would not beable to observe thestate of 7 switches when traveling southbound
and 6 switches whennorthbound in sufficient timeto stop before running over the switches
when traveling at track speed. Ofthe 3 southbound and 4 northbound switches where the
potential existed forstopping, the distribution oftheprobability of being able to stopin time
when traveling at track speed had a meanvalueof 0.22. If traveling at slow speed (less than
10 mph, as if expecting to enterthe siding), the likelihood of failing to stop wasconsidered
very low (1 in 10,000).

• Work Zones: Data necessary for this eventwere not available. Workshop attendees suggested
using the same fraction as for exceedingDTC blockauthority

Three conditions were analyzedfor the use of the CBTM system:

1. The crew fails to gain control of the locomotive/train followingindication ofa
warning before the penalty brake is applied

2. Train crew over-relies on CBTM (a complacency effect)

3. The train crew enters incorrect consist information into the CBTM system

These three events were selected for quantification based on requirements defined by the PRA, as
well as results of the qualitative analyses that were conducted prior to and during the
quantification workshop that suggested that these events were situations of potential concern.

The workshop attendees agreed that therewas insufficient experience with the CBTMsystem to
confidently project itspotential impact on human performance. Thelocal CSX locomotive
engineers and conductors indicated that while they had the most experience with CBTM, they
have only had the opportunity to operate CBTM equipped trains a couple of times each. Further,
the field-tested version of the CBTM prototype was expected to improve substantially prior to
actual implementation. Consequently, experience with the CBTM prototype was not expected to
be representative ofperformance ofthe final production system.
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Given the level uncertainty with respect to the likely impact of CBTM on human performance,
participants recommended performing sensitivity studies to explore how different assumptions
about the impact of CBTM on human reliability would affect the results of the CBTM case.

The results for each ofthe three individual CBTM issues discussed at the workshop are
summarized in the main body of thereport. In somecases numeric probability estimates were
elicited from the workshop participants. These estimates are presented along with the
assumptions that served as abasis for the probability estimates. These probability estimates are
recommended as startingpoints for sensitivityanalyses.

Conclusions

The HRA methodology was able to generate reasonable results (i.e., acceptable to the workshop
participants) despite the fact that there was no directly applicable database.
The workshop format permitted experts from many different organizations and backgrounds to
work together and reach consensus. Uncertainty was expressed through probability distributions
that were accepted by the group. The HRA and PRA/ASCAP teams reached agreement that the
HRA results were appropriate for use in the PRA.

The approach taken in this study provides one viable way for others to perform HRA studies in
support ofthe FRA's proposed Standards for Development and Use ofProcessor-Based Signal
andTrain Control Systems. Thelessons learned from performing this example analysis of the
CBTM system were documented and provide guidance onavoiding potential pitfalls in future
human reliability analyses studies.

Although participants thought theapproach worked well, there wereseveral areas of concern:

Biases indata. Datafrom operational exposure databases or from the experts' opinionshas the
potential to contain biases that lead to incorrect estimates ofprobabilities. The approach taken in
this study hasbeen to review these databases forpotential limitations andbiases in the reporting
requirements for thedatabases, review these limitations andbiases withtheworkshop attendees,
andmake filtering and scaling adjustments based on the inputs ofthe participants. Werecognize
thatthese adjustments represent opinions and theadjusted values maystill contain biases. As
discussed in the mainreport,we took steps to limit the potential for significantbiases in these
opinions, but there is noguarantee thatthe results areentirely free from bias.

Level ofmodeling ofhuman error events. The HRA task estimated the likelihood range for the
human actions ofconcern, such as entering a block for which the train has no authority. In
contrast the ASCAP simulation modeled human error events at a smaller level ofdecomposition,
explicitly modeling errors in perception and action, and failures to recover ('coverage') from
these errors.The rationale for the level ofmodeling adopted in the HRA study and
recommendations for ways to deal with the potential mismatch between the ASCAP and HRA
modeling are provided in the main body ofthe document.

Modeling offuture CBTM operations. When the current HRA study took place, the CBTM
system was still undergoing field trials, its designwas not finalized, and only a limitednumber of
engineers, conductors, and dispatchers had experience with the system. These factors limited our
ability to predict the likelihoodoferrors with confidence. Nevertheless, interviews with
engineers and conductors whohad experienced the trials of the CBTM system,and discussions
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held during the expert elicitation workshop enabled identification ofpotential areas ofdesign and
operation that might result in errors or other operational problems. Sensitivity analyses were
recommended as a strategy for dealing with the high level of uncertainty associated with the
potential impact of CBTM on human performance.

Recommendations for FutureAnalyses of Rail HRA Studies

The analytical situation that arose in the present study, having some relevant data but with a
variety of limitations (not aperfect match for what we want to estimate, with sources that may
lead to both under- and over-estimates offrequency) are far from unique to our case. They
happen often both in the railroad industry and other industries, and must be addressed explicitly.
The approach we took for combining 'hard data' with expert judgment is agood approach that
could be used in other applications. It uses 'hard data' to ground the experts judgments, while
using expert judgment to compensate for the known limitations ofthe existing data.
Guidelines for human factors and human reliability analyses were generated based on the results
ofthis project and are included inAppendix Eofthis document. The guidelines are intended for
organizations developing an HRA plan as well as regulatory agencies such as the FRA charged
with evaluating an HRA analysis submitted as part ofaproduct safety plan. Recommendations
include:

1. Use an HRA team that includes members experienced inperforming human
factors studies, human reliability analyses, probabilistic risk assessments, and
group facilitation.

2. Model human errors at compatible levels inthePRA and HRA tasks, preferably at
the levelofavailable data and experience.

3. Verify thatthedata sources (databases, expert judgmentor a combination) are
suitable for the tasks andassociated errors being analyzed. Identify gaps or
mismatches and utilizeexpertjudgment to leverage the available data while
compensating for the known limitations of the data.

4. Conduct qualitative task analyses with people experienced in using the existing
systems. Activities should include interviews with workers using the existing
systems or the target users ofthe system (in the case of technologies under
development), their trainers and supervisors, so that all levels of experience are
included.

5. Utilize expert elicitation methods that take into account known biases and other
limitations of expert judgment. Experts should express their opinions in terms of
ranges ratherthan single point values.

6. Solicit input from as broad a range ofstakeholders as possible so that the analysis
takes into account a wide rangeofperspectives. Accept quantitative inputs only
during the elicitation process, from people with relevant operating experience.
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Ask the broadest rangeof stakeholders possible to reviewthe results of the
analyses to foster support for the results.
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1. INTRODUCTION

This report describes anapproach to evaluating the reliability ofhuman actions that aremodeled
in aprobabilistic risk assessment (PRA) oftrain control operations. This approach to human
reliability analysis (HRA) has been applied inthe case ofa safety evaluation of the
Communications-Based Train Management (CBTM) System being tested by CSXT
Transportation, Inc. (CSXT). This report describes the overall approach to the HRA and its trial
application to the CBTM evaluation.

1.1 Use of Risk Assessment for FRA

Historically, the evaluation oftrain control systems has been design-based. That is, components
ofa train control system were evaluated based on engineering performance criteria taking into
account operability, reliability, and maintainability criteria. With the advent ofrecent changes in
electronic technology, FRA andtherailroad industry felt thatnew and better train control
systems might beadopted more quickly using aperformance-based approach, assuming that
safety could still be assured.

FRA and the industry agreedthat performance standardsshould be basedon accident risk
assessment andthata quantitative assessment ofsafety risk associated with any new system
shouldfavorablycompareagainst the existingsystem. Safetyor accident risk is defined as the
product of theprobability ofanaccident and a measure of the severity orconsequences of that
accident.

The requirements for performing a quantitative risk assessmentare contained in the Federal
Railroad Administration's (FRA's) proposed Standard for Development and Use ofProcessor-
Based Signal and Train Control Systems (Department of Transportation, 2001). Theproposed
rule addressed the developmentofpositive train control (PTC) systems made possible by the
introduction ofemerging technologyin processor-based signal and train control systems. Positive
train control systems address three core functions:

• Preventing train-to-train collisions;

• Enforcing speed restrictions and temporary slow orders;

• Providing protection for roadwayworkers and their equipment.

The complexity of these technologies (communication and information technology) requires
additional safetyconsiderations that current safety evaluation methods do not address.

The proposed rule adopted aperformance-based approach to enable flexibility inthe design and
implementation ofPTC systems while providing a mechanism to achieve safety goals. The
performance standard adopted in the rule requires that the new product orsystem must not
degrade safety below the level ofthe existing system. To evaluate whether this condition ismet
requires a risk assessment comparing the new system tothe system itwill replace.

This proposed rule would require that any railroad wishing to use aprocessor-based control
system (such as aPTC system) to provide more effective or efficient control oftrain movements
must submit a Product Safety Plan (PSP) that includes a quantitative risk assessment that
compares the Mean Time to Hazardous Events (MTTHE) for related railroad operations with and
without use ofthe processor-based control system to show that there would be no reduction in



safety from implementing the system. The proposed rule also requires that MTTHE values must
incorporate the impact of all elements of the system. These elements include human factors as
well as the hardware and software components.

While this rule is not final, it is considered very likely that the final rule will contain the same
conceptual requirements for performing aquantitative risk assessment as part ofthe PSP.
In developing the proposed rule, the FRA and members of the Railroad Safety Advisory
Committee (RSAC) task force charged with developing the rule were concerned with how to
assess risk. Methods for estimating risk vary in complexity from parametric extrapolation of
accumulated experience to quantitative modeling (Hollnagel, 1998). While the proposed rule
allows for use ofboth qualitative and quantitative risk assessment methods, the FRA has
supported the development ofaquantitative modeling approach called the Axiomatic Safety-
Critical Assessment Process (ASCAP) developed by the University ofVirginia (Kaufman &
Giras, 2000; Monfalcone et al., 2001). The ASCAP model considers all types offailures
(including human) and is intended to estimate the overall risk—both the probabilities of
accidents and the measures oftheir consequences. ASCAP may be used to determine the
comparative risk ofthe base case vs. an alternative, in this case CBTM.
Train control systems have associated accident risks from non-human failures (i.e., mechanical,
electrical, and electronic, materials) as well as human failures. This study focused on:

1) The development ofan approach to assess only the human failures in train control
systems;

2) The use ofthat approach toestimate probabilities ofhuman failures on the
Spartanburg subdivision of the CSXT railroad under itscurrent train control
system (base case);

3) Estimation of likely human failure probabilities under a new and different type of
system (CBTM) thatoverlays on the existing one; and

4) Formatting anddefining thosehuman failure probabilities for use in the ASCAP
model.

1.2 Role of HRA

Within the scope of the PRA, it is necessary to include human actions and errors that can lead to
(or prevent) the hazardousevents whose frequencies are to be estimated. Humans play a very
important role in ensuringsafetywith the current train control systems. Actions include stopping
trains when reaching the ends ofapproved track occupancy (either signal- or block authority-
based), keeping train speeds within approved limits, maintaining separation from roadway
workers and work locations, and taking control when things generally "go wrong." The draft rule
specifically identifies the need to considerhuman actions, including their ability to provide
"coverage" (i.e., to correct or overcomefailures) for the automatic systems.

Human reliability analysis employs a set of tools to estimate the likelihood ofthese human
actions beingperformed whenneeded. These likelihoodscan then be incorporated into the



overall risk assessment, so they can be combined with other probabilities, such as those of
equipment faults and other hazardous states, to estimate the overall likelihood of hazardous
events.

Unlike the generally well-documented and acceptedmethods for estimating hardware failure
probabilities, methods for estimating human reliability parameters are not well matured. There
exist a wide range ofavailable methods—see the reviewby Gertman and Blackman(1994),
which documents many different approaches. Many more have been developed since that review.
However, there is a growing recognition that the most effective methods are those based on
failure data for the actual operating experience ofthe system being modeled and gathered over
the widest range of field conditions. However, as with CBTM and other PTC systems for which
there is little or no actual operational experience, the preferred HRA methods are those that can
combine operating data withmodelingor judgment since the operating data by themselves are
insufficient or not directlyassociated with the systembeing modeled. This is the approachtaken
in this study.

Since the data are necessarily incomplete (the system not yet being in operation) or only partly
relevant to the system being modeled, it is necessary to consider that the sparseness ofthe data
and the judgments needed to supplement the data may introduce uncertainties in the results. In
addition, we often do not have complete knowledge of the effects ofall the factors that influence
the human performance being modeled, another source ofuncertainty in the predictions. In order
to represent these different sources ofuncertainty, we have taken the approach ofexplicitly
representing these uncertaintiesby calculating distributions rather than providing single-point
estimates for the probabilities ofhuman error. More details, together with the overall approach to
managing the different sources ofuncertainty are presented in Section 2.3.3.

1.3 Purpose of Report

The purpose ofthis report is two-fold: first, to describe a general HRA estimation process that
can be used in support ofPRAs being performed as part of the PSP submissions to FRA under
the proposed standard described; and second, to present the steps in, and results of, the
application ofthis process in the PRA of the CBTM system being tested by CSXT.

Section 2 of the report describes the principal steps in the HRA process that can be used in other
applications.Section 3 presents the principal results ofapplying the method in the analysis ofthe
CBTM system, with detailed results of the qualitative analysis being presented in Appendix A
and B and those ofthe quantitative analysis in Appendix C. Section 4 ofthe report presents the
lessons learned for future applications of the HRA modeling in future studies, and Section 5
summarizes the recommendations for future studies and the conclusions of this work.





2. APPROACH TO ESTIMATION OF HUMAN RELIABILITY IN
TRAIN CONTROL SYSTEM STUDIES

2.1 Overall Approach

The purpose ofhuman reliability analyses is to estimate the likelihood ofparticular human
ae^ons-Ohat-may-prevent-hazardous events) not boing taken whernieededror-other4Hifflan
actions that may cause hazardous events (by themselves or in combination with other conditions)
occurring.

Failures to take action to prevent hazardous events, and actions that cause hazardous events, are
commonly called "human errors" in quantitative risk assessments. This term does not imply that
people are necessarily personally responsible orculpable insome way, just that an action was
omitted (ortaken) that adversely influenced safety.

Inthe context ofHRA a human error is simply an action taken (or omitted) by aperson that leads
to an unwanted outcome—it makes the situation lesssafe.1 Notethat there is no attribution of
blame or fault embedded in this view. People can beplaced insituations where an error is almost
inevitable. Often we can say"It wasnot his fault" in regard to some error where wecan see
almost anyone could make thesame error in the same situation. Increasingly, the term "unsafe
action" (or"unsafe act"), rather than "human error," is being used in HRA, toemphasize that it is
the action (or the failure to act) that is ofconcern, not whether the action would be considered an
error. Forexample, ifa person were ledintotaking anunsafe action bytheir training and
procedures, manypeople wouldsaythat that wasnot an errorin the normal sense of the term,yet
the action had unsafe consequences.

Figure 1 shows a top-level representation ofhumanperformance, how human errors can create
weaknessesin safety defenses, and how those human errors areconditioned by the environment
in which people work. At the very top level, potentially hazardous situations (such as train
collisions with other trains and roadway workers and derailments due to overspeeding) are
prevented frombecoming accidents through defenses being in place.Thedefenses includethe
train crew complyingwith the rulebookofoperations, the use ofthe computer-aided dispatch
system (CADS), adhering to speed limits, and the application offail-safe design principles2. For
the mostpart, these defenses preventaccidents. However, thesedefenses presently rely almost
exclusivelyon human performance—forexample, there are very few automated defenses other
than the checking effects ofCADS in dark territory.

1The concept of"human error" has diverse interpretations in the different disciplines ofengineering, psychology,
and the law. See Human Error: Cause, Prediction, and Reduction (Senders & Moray, 1991) for theresults of a
workshop intended tocharacterize the different facets of the term.

2Fail-safe design seeks to eliminate the hazardous effects ofafailure byhaving the failure result in non-hazardous
consequences.
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(Adapted from Managing theRisks of Organizational Accidents, Reason, 1997)
Figure 1. Relationship of Safety, Human Errors, and Their Influences

Unsafe actions by individuals or teams (such as the train crew) can reduce the effectivenessof
the defenses, thereby making the likelihood of an accident higher. It is the purpose of the
probabilistic risk assessment (PRA) to estimate the frequencies of such accidents by estimating
the probabilities of failure for each of the different defenses. It is the purpose of the HRA task to
estimate the probabilities of the human errors that can potentially fail the defenses. However, this
estimation needs to take into account the work environment and task conditions under which the

work is done, since these can provide an important influence on the likelihood of error. For
example, bad weather, long shift times, and high workload all can increase the likelihood of
human errors. In turn, work environment and task conditions are often influenced by
organizational factors like work rules, duty times, and so on. Therefore, the error estimation
process needsaccount for these contributing factors, either explicitly(by the modeling process
making adjustments) or implicitly (through using data that already incorporate the practical
influence of these factors).

An important aspect of the human reliability analysis process is to identify the contributing
factors that may cause an unsafe action to be made. Contributing factors can be external (to the
person) conditions like poorradio equipment or signals, or a train that is "difficult to control," or
internal (to the person) conditions like fatigue or boredom, which we know lead to paying
reduced attention to thetrack ahead. While conceptually separate, in practice these often interact.
For example, fatigue is unlikely to cause an unsafe action in a simple routine task, but is very
likely to cause an unsafe action in a very challenging situation where concentration or detailed
memory recall is required. In practice, we think it makes little difference whether a contributing
factor is classified as external or internal. What matters is whether it is a problematic situation.



Therefore, when this report discusses contributing factors, we generally do not concern ourselves
with whether they are external or internal.

Further, things can become more complicated when one unsafe action becomes acontributing
factor for another. For example, an engineer may mishandle the train, and the resulting behavior
ofthe mishandled train creates the conditions that lead to further errors. In the current example,
unsafe actions in train control may lead to an overspeeding train. The engineer, in trying to
control the overspeeding train, may make braking "errors" that cause aderail. In other industries,
most accidents involve multiple unsafe actions3.

2.2 Relationship with Risk Assessment Activities

Human reliability analysis isjustone component, though a very important one, of an overall
PRA such as the type required under the proposed FRA rule. In terms ofthe relationship between
HRA and the PRA, perhaps the most important is that the PRA defines the scope ofhuman errors
for HRA required for estimation. The PRA lays out the basic events that can (singly orin
combination) result inthe hazardous events ofconcern to the end-user ofthe study—here, the
FRA. "An event," refers toa significant occurrence that has the potential to be anaccident inthe
wrong circumstances. For example, a train being inablock for which ithas no authority is "an
event." Ifanother train happened to be in the same block traveling in a location and ataspeed
where it would not see the "intruder" in timeto stop, then a collision would occur. Thetrain
being inthe block may bethe result ofanunsafe action, such as the engineer failing torecognize
the limit ofhis authority orthe dispatcher incorrectly giving the engineer verbal authority to
proceed. However, the traincouldenterthe unauthorized block forotherreasons, suchas
mechanical failure of the braking system. Therefore, an event can occur for several or many
reasons, some ofwhich are unsafeactions. A humanfailure event refers to an event that occurs
as a result (either in part or entirely) ofone or more unsafe actions.

The PRA usually specifies what humanfailure events are to be quantified,such as train enters
block without authority. Once the PRA has established the overall frameworkofactions that
need to be modeled, the HRA can develop its own internal set ofrepresentations ofhuman
actions that are consistent with the type ofanalysis to be performed for the individual human
errors. The HRA examines the set ofcontexts and unsafe actions that can produce that human
failure event. In most cases there are multiple different contexts and unsafe actions that can
produce the same human failure event. For example, a traincanentera blockwithout authority
because ofa dispatcher error (e.g., the dispatcher gave the train crew verbal authority to enter the
block, but failed to enter the information into the Computer-aideddispatch system). Alternatively
the train could enter the block without authority because the train crew was distracted and failed
to stop. Yet another alternative is that the train crew intended to stop butunderestimated the
braking distance required. The function of theHRA analysis and quantification process is to
uncover the various contexts and unsafe actions that can result in a given human error event, and

3For example, areview ofmajor aviation accidents bythe U.S. National Transportation Safety Board (NTSB)
showed that in the 37 major accidents reviewed from 1978 to 1990, the range for the number ofunsafe actions per
accident was from 3 to 19, with amedian of7. [A Review ofFlight Crew-Involved. Major Accidents ofU.S. Air
Carriers. 1978 Through 1990-SafetyStudy (NTSB/SS-94/01 (PB94-917001)). Washington, DC: U.S. National
Transportation SafetyBoard. 1994].



to quantify the probability ofthe human failure event, given the variety ofcontexts and unsafe
actions that can lead to it.

2.3 HRA Process

The estimation of the probabilities ofhuman failure events and theircontributing unsafe actions
can beperformed inseveral different ways. First, various different kinds ofmodels exist to
estimate these probabilities and are based onsuch parameters as the time available for people to
take necessary actions, orthe quality of indications and instructions for various tasks. Many of
these models are summarized byGertman & Blackman (1994), although morerecent
developments, such as the ATHEANA method (NRC, 2000) that focuses on cognitive processes
and problems, are not included. Almost all ofthe these developments have taken place in the
context of the nuclear power industry and the need to model human actions under extremely rare
and challenging conditions, as during a nuclear reactor accident for which few relevant data exist.

Asecond approach is torecognize that data exist that are related to the kinds offailure events
andunsafe actions being modeled. Unlike the actions associated with extremely rare events,
these dataareusually associated with everyday, or at least frequent, activities likeroutine train
operations, maintenance actions, and so on. Depending on the kinds ofdata that are gathered,
these datasources canbe used to identify ranges of probabilities for specific types ofunsafe
actions.

A thirdwayof estimating human error probabilities is to use the experience ofdomain experts as
a basis for estimation. Inparticular, theexperts needto be experienced in the performance ofthe
tasks being modeled, and thedifferent kinds oferrors thatcanoccurunderactual working
conditions. While, theseexperts (such as locomotive engineers and dispatchers) may not have
expertise to express their opinions informal statistical terms, techniques have beendeveloped to
helpelicit theirknowledge andconvert that knowledge intoprobabilities, as described below.

These general approachesare not necessarilymutually exclusive. Wreathall, in an evaluation of
these different approaches (Wreathall, 2001), recommended that the most useful results for those
cases where relevant data exist, is to combine the use ofdata and expert estimation. The data
oftenprovide a broadbase for estimation, but almostall databases have limitationsand gaps
(suchas the criteria for eventsto be recorded) compared with the modeling requirements ofthe
PRA. The expert estimationprocessprovides a way to make adjustments for these limitations
andgaps. Thisoverall approach is recommended for studies such as this wherean agency like
FRA must evaluate base cases and the effects ofchange.

This section describes the basic steps involved inperforming a human reliability analysis. The
objective is to describe a general process thatcanbe used to perform an HRAas partof a PRA.
The goal is to generate HRA results that arecredible, acceptable to the broad set of stakeholders,
meet accepted standards for human reliability analysis, and areable to be integrated into
probabilistic risk assessments.

Thegeneral steps that need to beperformed as partofan HRA are:

• Identify the specific unsafe actions tobeestimated, asdefined by the context of the
PRA



• Perform a qualitative human factors analysis to identify the major factors contributing to
human risk and reliability.

• Identify the relevant data sources for each action to be modeled

• Identify the limitations and gaps in each data source as related to the actions being
modeled

• Implement an expert elicitationprocess to overcome the limitations and gaps in the
data sources

• Synthesize and document the results

• Perform a review of the results by people familiar with train control operations to
make sure the analyses and results are compatible with their experience.

Each ofthese steps is describedin more detail below.

2.3.1 Identifythe Human Failure Events and Unsafe Actions to be Estimated

In most cases, the PRA will have developed a list ofhuman failure events that it considers as
potential contributions to the hazardous events it is modeling. Sometimes these will be identified
to the level ofunsafe actions. It is recommended that the HRA modeling team and the PRA team
jointly review this list and agree to a scope of the HRA modeling that will satisfy the
requirements of the PRA.

This list should be developed to identify the particular unsafe actions relevant to the human
failure events being analyzed and the level at which they will be modeled. For example, will the
modeling separatelyrepresent basic "errors" and recoveries or will they be modeled such that
only the final outcome state will be represented? Will the model, for example, separately identify
the failure of the engineer to recognize the end oftheir authority and failure of the conductor to
correct the engineer's unsafe action, or will the analysis just model failure of the crew to stop at
the appropriate limit? As observed by Wreathall (2001),the recommendedpractice is to model at
the level of the events in the database ifpossible, since this results in fewer opportunities for
mismatches between the data and the modeling. Any lower level or subdivision ofmodeling
should be undertaken only ifnecessary to generate results that must be used at different places in
the PRA. For example, unsafe actions and their recoveries should be separated only if the
recovery mechanismsin the situationsbeing analyzed as part ofthe PRA are substantially
different from those represented in the database.

The productofthisactivity willbe an agreedscopeofunsafeactions to be modeled in the HRA
task, and for which results will be provided to the PRA at the end of the HRA task.

2.3.2 Perform Qualitative Evaluation ofHuman Factors Issues

Once the scopeoffailure events and unsafe actions to be modeled in the HRA is defined, the
next step is to develop a qualitative understanding ofthe major factors contributing to human risk
and reliability. This involvesa human factors analysis ofthe current work environment, and its
impact on human performance.

A qualitative analysis alsoserves to identifythe possible impactofa new technology on human
performance and the potential forunsafe actions.



TheFRA risk-based evaluation process requires a risk analysis to determine whether the
introduction ofa new technology, such as positive train control, will result ina level ofsafety
that is equal orhigher than the level of safety given current technology. This requires first
performing ananalysis to quantify the risk associated with the base case (with existing
technology) and then comparing thisriskto theestimated risk once thenew technology is
introduced.

A qualitative analysis can identify the major sources ofhuman risk and reliability inthe base
case. It can also be used to identify the possible impact of the new system onhuman performance
and potential for unsafe actions. The qualitative results can feed into the HRA quantification
process and provide additional qualitative information tosupport evaluation ofthe proposed new
technology (Product Safety Plan).

Evaluating factors influencing human reliability in the current environment

While documents such as operating rules and procedures, and human performance databases, can
serve as astarting point for a human factors analysis, these sources often provide an incomplete
picture of the actual demands of thework environment and work practice.

A more comprehensive understanding can beobtained through direct observation of the work
domain and interviews with the people who are involved inthe work (Mumaw, Roth, Vicente, &
Bums, 2000). Inthecontext ofrailroad operations, this means conducting visits to the work sites
in question (e.g., dispatch centers, rail yards) to observe the work context directly, and
interviewing the people who have direct experience with the job (e.g., locomotive engineers,
dispatchers, roadway workers). Useful sources ofinformation include: the workers themselves,
labor representatives, first-line supervisors and managers, and training staff.

Observation and interview methods may draw on avariety ofmethods that include ethnographic
approaches (Gamst, 1990; Heath &Luff, 2000; Jordan &Henderson, 1995; Nardi, 1997),
cognitive field studies (Roth and Patterson, in press), one-on-one structured interview techniques,
orfocus group techniques that elicit information from multiple people atonce (Krueger &Casey
2000).

Observations and interviews enable human reliability analysts to uncover and document physical,
cognitive, and collaborative demands imposed by the work domain and the strategies that
workers have developed to cope with those demands. Inmany cases these factors and the
strategies that domain practitioners have developed to cope with them are notdocumented or
well understood and can only be uncovered byobserving and interviewing the individuals
directly engaged in the work.

Observations and interviews provide an important source of information about the nature of the
work, the factors in the environment that add complexity and create opportunities for error, and
the kinds oferrors that can occur. This includes an understanding ofthe broad range ofworker
duties and practices, the characteristics ofthe physical environment thatcancontribute to error
(e.g., lighting, temperature, noise), the characteristics ofthe tools and systems that people interact
with that can contribute to error (e.g., characteristics ofcomputer systems, radios), the mental
and physical demands of the work itself(e.g., the cognitive demands, the distractions that can
arise, theneed to time-share tasks), theneed forcommunication and coordination with others
withinandoutside the immediate work environment, as well as the characteristics ofthe
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organizational environment(e.g., attitudes, policies, procedures) thatcan influence performance
and contribute to error.

Observations and interviews provide an opportunity to learn about the kinds of errors that have
occurred, and the factors that contributed to those errors. It allows the analyst to learnabout 'near
misses' that were never documentedsince theydidn't lead to a reportable accident.

People not only contribute to increasedrisk through errors, theyalsocontribute to increased
reliability by catching and correctingproblems before they leadto an accident. An important
objective of the qualitativeanalysis is to identify the individual, team, organizational, and system
factors that enableproblems to be caughtand corrected before they leadto serious negative
consequences.

Recentresearch across a varietyofdomains (e.g., aviation, medicine) haveshown that highly
trained professionals make errors with relativelyhigh frequencies (Amalberti & Wioland, 1997;
Reason, 1998). For example,Amalberti reportserror ratesofup to 3 per hourfor aviationcockpit
crews are not unusual. The mark ofa high reliability system is not that errors are rarely made, but
that there aremechanisms in placethatenable error detection andrecovery. The bestpilots and
surgeons anticipate the likelihoodoferrors and develop effective compensatory and error
recovery strategies. Similarly, the markof a high-reliability team is thattheyareableto catchand
recover from each other's errors. Forexample, in thestudies of thecockpit crews citedby
Amalberti, the overwhelming majority ofthe errors aredetected andrecovered bythe crews in
less than 10 seconds.

One of the importantaims ofa qualitative analysis is to understand the factors in the current
environment thatenable errorsto be caught and recovered. Understanding the factors thatmake
the current system robust to errors in evaluating thepotential impact ofproposed changes.
Changes in technology can haveunintended negative consequences. Forexample, theymay
eliminate a feature ofthe current environment thaton thesurface appears tobe ofno
consequence, but in fact supports robust performance andreduces thepotential forerror.

Evaluating the potential safety consequences ofnew technology

Oneof theproposed usesofhumanreliability analysis is to support the risk-based evaluation of
new technology. Whena new technology is introduced that requires human interaction, you
cannot evaluatethe performance ofthe new technologyin isolation. You need to consider the
role thatthe human may play in eitherenhancing the overall performance or degrading it. This
requires performing analyses to quantify risk in thebasecase (with existing technology) and
comparing this risk to the estimated risk once the new technology is introduced.

In estimating the riskassociated with the new technology, it is necessary toconsider the impact
of the new technologyon human performance(Parasuraman & Riley, 1997; Parasuraman,
Sheridan & Wickens, 2000). There are a number ofhuman factors issues that need to be
considered when evaluating the likelyimpactofa new system on human performance and
potential for error.

One of the first questions to ask is what is thejoint 'person-machine' system design? This
includes:

• What functions will human and machine agentsperform?
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• What information will be passed among them?

• How good is the performance of the human and machineelementsofthe system
expected to be (e.g., what is the expected accuracy; what is the expectedreliability)?

• Whether, and on what basis, one element of the system will be allowed to over-ride or
take over from the other?

Other questions to consider include:

• Does the new support system change how the humanperforms?

• Does the new support system prevent and/orcatchand helprecoverfrom the types of
unsafe actions known to occur in the base system?

• Does the new system introduceany new sources ofrisk?

o Does it contribute to any new types ofunsafe action?

o Does it place the humanin situations that might encourage them to circumvent
it?

o Does it introduce any other new sources ofrisk?

• Are there mechanisms built into thenew support system thatallow the human to play
a supervisory control role that wouldmitigatethe potential for any new sources ofrisk
createdby the introduction ofthe system (i.e.,opportunities for humansto provide
coverage for any new sources ofrisk)?

If designed well, the joint human-machine system can perform better thaneither human or
machineon their own. If designed poorly, the joint human-machine systemcan actually perform
worsethan eachofthe individual elements. For example, ifan automated system has a relatively
high miss rate or a relatively high falsealarm rate (e.g., in ambiguous or conflict situations), then
the human may choose not to use it, or over-ride its decision even under conditions where the
automatedsystemis correct(Parasuraman & Riley, 1997). Conversely, the human may accept the
recommendation ofthe automated system even in cases where the automatedsystem is beyond
its bounds ofcompetence. The goal is to assign roles to the human and computer elements of a
system,and providethem with the necessary information and displays to support these roles, so
as to maximize the joint human-machine system performance.

Problems associatedwith poor joint human machine system design have included:

• Loss of operator vigilance and situation awareness resulting in complacency and an
increase in vigilance-associated humanerrors. As operator confidencein the
automatic system increases, the operators tend to becomemore complacent and less
vigilant. Thus, theymayfail to detect indications of impending or existingautomation
problems which require human intervention(Sheridan, Gamst, & Harvey, 1999).

• New opportunities for unsafe actions related to configuring the automation (e.g.,
inputtingwrongvalues into the automated systemsuch as a wrong ID or destination
code)
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• Skill loss. With increased supervisory train control technology, the opportunity for the
operators to perform the task themselves decreases. The lack ofopportunity for
practice contributes to skill loss. Skill loss is a problem where the automated system
becomes inoperable or is beyond its bounds ofcompetence and the human must take
over.

• An increase in workloaddemands during high tempo high-riskconditions where
workload is already veryhigh. Oneofthe common pitfalls ofautomated systems is
that they automate the "easy elements"ofa task, reducingworkload during periods
where workload is already low, but require extensive human intervention for the
difficult cases (e.g., aircraft landings) where workload is high.

There are a number ofqualitative methods that can be used to evaluate the potential impact ofa
new technology on human performance. Approaches include:

• A review ofthe relevant research base both within the railroad industry and in related
industries (e.g., aviation,processcontrol). Examples include a review ofexperiences
within the railroad industrywith respect to the introduction ofnew train control
technologies such as the AutomaticTrain Control Systems that was evaluated as part
of the Swedish TRAIN-project (Kecklund and the project group, 2001), as well as
review ofexperienceswith new automation in the aviation industry (e.g., Woods,
Sarter, and Billings, 1997).

• A human factors evaluation ofthe proposed design or ofan early prototype
implementationofthe designcan be performed to assess how well the proposed
design adheres to established human factors design principles (Billings, 1997). This
can be performed by a human factors specialist with knowledge ofproblems
associated with poor 'joint person-machine' designs and human-centered design
principles for effective 'joint person machine' systems (e.g., Christoffersen and
Woods, in press; Roth, Malin, and Schreckenghost, 1997).

Interviews ofdomainpractitioners who have had an opportunity to review and/or use
earlyprototypes oftheproposed system. Domainpractitioners have operational
knowledge and experience that allowthem to recognizefactors that may limit the
usefulness orusability of thesystem thatthedesigners may notbe aware of. Examples
include complex cases that the system will not be able to handle, environmental issues
such as lighting or noise level thatmaymake the user interface difficult to use, or
high workload or multiple attention demands that maymakeit difficult to use the
system as envisioned bythedesigners (e.g., a locomotive engineer may need to focus
his or her visual attention out the window and may be unable to continuously monitor
a display for messagesand warnings.)

More formal 'person-in-the-loop' evaluations of the system. These person-in-the-loop
tests involve evaluation of the joint 'person-machine' system. The tests examine the
ability ofdomain practitioners to utilize the system effectively ina range of realistic
conditions. For example, ifthere is a new automated system about to beimplemented
in a locomotive cab, then aperson-in-the-loop test would involve having locomotive
engineers run a train equipped with the system. Objective measures (e.g., time to
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detect a system message, time to take necessary action) can then be obtained to assess
the impact of the new technology on performance. The tests could be done either in a
high fidelity simulator or in the field.

Generally the qualitative analysis incorporates several of these methods in order to gain a fuller
understanding ofthe issues involved in the introduction of the new technology and the potential
impact on human performance.

Summary

Qualitative analyses enable human reliability analysts to more realistically model the types of
unsafe actions that occur and the factors that contribute to those errors. Specifically, qualitative
analyses enable human reliability analysts to:

• Identify the major sources ofhuman risk and reliability in the base case:

1. What are the most likely forms ofunsafe action in the base case?

2. What are the factors that are most likely to contribute to those errors?

3. What recovery mechanisms do humans provide that contributes to a robust,
high-reliability system?

• Identify the likely impact ofthe new system on human performance:

1. Does the new system prevent and/or catch and recover from the types of
unsafe actions that are known to occur in the base system?

2. Does the new system change how the human performs?

3. Does it contribute to any new types ofunsafe action (e.g., foster complacency,
create a source ofdistraction)?

4. Does the new system introduce any new sources of risk? Does the system
design allow the human catch and recover from the 'system errors?'

Results feed into the HRA quantification process and provide additional information to support
evaluation of the proposed system (Product Safety Plan)

2.3.3 Identify Sources of Relevant Data

The process of quantification begins withan evaluation ofthe relevance of available data to the
humanactions underanalysis. For each ofthe humanactions identifiedin the list created jointly
with the PRA task, it is necessary to identify potentially relevant data sourcesthat can be used to
estimate the frequencies with which these errors may occur, andwhat thenumber of
opportunities may be for such events. Dividing the numbers oferrors by the corresponding
numbers ofopportunities will yield theneeded probability of error peroccurrence.

It isunlikely that one data source will provide all the needed information. Further, ifpossible it is
helpful to obtain multiple data sources so that several estimates can be created for cross-
comparison and selection ofa suitable probability range can be made for each unsafe action to be
analyzed.

Examples ofpotentially useful data include the following. Specific additional sources may exist,
depending on the particular unsafe actions being analyzed.
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• FRA incident databases

• FRA operating experience databases

• Railroad incident databases

• Railroad disciplinary actions databases

• Railroad operating experience databases

The data in the FRA databases are generally available for specific railroads. The railroad-specific
data may be available for specific sections oftrack or territories, or only for the whole system.
Issues associated with using these data are discussed next.

2.3.4 Identify Limitationsand Gaps in Data Sources

It will be almost certain that the databases identified in the previous step will not match exactly
the unsafe actions and events being analyzed in the HRA. Typically, there are two kinds ofgaps

1. The database includes events that are not relevant to the kinds of unsafe actions

being analyzed

2. The database does not include all events ofthe type being analyzed in the HRA

An exampleofthe firstgap would be the reports ofall incidentswithin a railroad system when
the analysis is only concerned with (for example) overspeedingor authority exceedancewithin
one particular type oftrain control system. In this case, the database must befiltered to identify
only the events that match the scope of the analysis. Other examples ofevents requiring filtering
of the database include:

• Events associated with dispatchers, roadway workers, or other errors when the
analysis is only concerned with train-crew errors

• Events associated with signal territory when the analysis is only concerned with DTC-
related events, or vice versa

•

•

Eventsassociated withpassenger train controloperations when the events of concern
can only occur in freight operations, or vice versa.

An example of the second gap would occur when there are criteria that must be met before events
arerecorded in thedatabase, such as an amount of economic loss or whether therewere injuries.
Events not meeting these reporting criteria would bemissing from the database, even though they
are relevant to theHRA study. In these cases, thedata from the database must bescaled to adjust
for the missing data. Other examples include:

Events associated witha disciplinary database for which there is a significant
likelihood that no one would observe theevent (and self-reporting is unlikely)
resulting in under-reporting.

15



• Events associated with a disciplinary database forwhich the erroris technically a
breach of the rules found during testing but hasa negligible impact on safety(suchas
a few-foot incursion into an unauthorized block)4

Eachset of human actions andrelated databases must bereviewed on a case-by-case basis to
determine the specific filtering and scaling requirements. These reviews need to take place in
conjunction with people who understand the precise scopes of the databases, and with people
knowledgeable about the real-world operations to identify the types of events thatmaybe
missing.

2.3.5 Elicit Expert Opinion to Adjust for the Gaps and Limitations in the Databases

The previous step identified the need tofilter and scale the data in the databases to adjust for
gaps and limitations. In other cases, no relevant datamaybe available. Bothneeds are best met
byformally eliciting expert opinion. In this case, the experts are the people involved in (orhave
very detailed personal knowledge of) day-to-day operations that are the focus of the HRA and
PRAstudies. Relevant experts would include 'front-line' workers (engineers, conductors,
dispatchers, roadway workers, etc.) with some operational experience, together with people
knowledgeable about the scope and content ofthe databases. Where the scaling involves making
judgments about the relevant operations across anentire company (for example, if operations in
the territory underanalysis is beingcompared with thesystem as a whole) then thereneed to be
experts who are able tomake such comparisons based ontheir experience. Railroad operations
management and national union representatives would typically provide such expertise.

There is anextensive history ofresearch ongroup decision-making. Early work began with
development ofthe Delphi Method.5 More recent specialization ofthe elicitation process can be
found in many fields. In a majorrisk analysis effort, updating the riskanalysis approach used in
the nuclear powerindustry, the U.S. Nuclear Regulatory Commission sponsored an extensive
analysis of a number ofreactor plants. The project is known by its main summary report,
NUREG-1150 (NRC, 1990). Partof thatproject included a majoreffort in expert elicitation. A
description ofthe approachwas originally issued as anotherNUREG report and was later
published commercially, (Meyer& Booker, 1991). Thisbookcites a wide range ofrelevant
psychologyand operations research literatureand includes an overview ofthat literature with
direct guidance and warnings about the pitfalls.

Kahneman, Slovic, & Tversky (1982) describemany ofthe biases affecting humans in the
assessment ofprobability, such as representativeness, availability, and overconfidence. They also
discuss risk perceptionand procedures to correct for problemsin assessment.

More recently, the Nuclear Regulatory Commission sponsored an effort to develop a structured
process forexpertelicitationto address key uncertainties in the vulnerability ofreactors to
seismic events. The Senior Seismic Hazard Analysis Committee (SSHAC) produced the most

4Note thatthe decision as to whethersucheventsshouldbe filtered out needs to be made taking accountofthe PRA
and HRA models aboutwhat is a meaningful error. It is possible that the PRA is including all rule violations and
assessing what fraction is significant withinthePRA itself.

5An excellent source for understanding themany variations of Delphi is the bookby Linstone and Turoff (1975).
There are chapters on the philosophyofDelphi, numerous applications, evaluations, andpotential pitfalls, as well as
a wealth ofcitations covering the history of the technique.
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complete, integrated description of the expert elicitation process. Although their domain for
elicitation applications wasseismic hazards, theelicitation process they describe is domain-free
and is directly applicable to any elicitationproblem.

Theirreport, known as the"SSHAC" report (Budnitz, Apostolakis, Boore, Guff, Coppersmith,
Cornell & Morris, 1997), offers an effective structure to make the elicitation process consistent.
They describe four levels ofanalysis, from a very simple process toa large group process that is
very carefully controlled. There are two important requirements in theprocess. First the process
requires a facilitator to ensure thatallparticipants areheard, all opinions aresupported by
evidence, and that there is protection againstpossible unintendedbias. Second, the group agrees
to seek a consensus position, one thatwould be representative of the associated technical
community. This process implies the inclusion ofuncertainty inany estimates. InAppendix J of
theSSHAC report, theauthors provide a useful comparison ofmathematical and behavioral
schemes for aggregation of information from multipleexperts.

In manycases, the elicitation process is best performed at a workshop where all the experts can
be brought together to combine thedifferent sources of knowledge and to make joint estimates
for the filtering andscaling. Key aspects of theSSHAC report expert elicitation structure were
adopted for the Quantification Workshop conducted for theCBTM case described below.

When all parties fully share theavailable information (share their evidence), and, when
uncertainty is explicitly addressed, consensus canbe reached (Bley, Kaplan, & Johnson, 1992).
When all parties areforced to explain thebasis for theirjudgments, participants can debatetheir
merits and a consensus distribution can be developedto represent the state-of-knowledge of the
analysis team.

A number ofcontrols are incorporated for the following reasons:

• Avoid unintentional bias;

• Force a deliberate consideration ofuncertainty;

• Test the reasonableness ofdistributions developed by the group;

• Search for dependence effects;

• Protect against over-confidence.

These controls address issues ofbias raised in the human decision-making and bias literature
(Hogarth, 1975;Kahneman et al., 1982;Winkler& Murphy, 1968). Many are described in the
SSHAC report. For example, the facilitator must understand how the issues ofbias mentioned
above affect human assessment ofprobabilityand be alert for their symptoms. One good tool for
checking the reliabilityof an assessed distribution is to ask the experts which oftwo ranges of
values ofa parameter are more likely. If the facilitatorhas chosen ranges with equal probability
from the distribution and the experts favorone over the other, it is a clue that the group must
revisit the assessment. By questioning the group and forcing them to think about unusual
conditions (weather, fatigue, time ofday, etc.), the facilitatorcan see ifthe assessed uncertainty
range is broad enough. "Salting" the questions with examples from his or her own experience,
the facilitator can encourage the group to expand their thinking.

17



There are alternative approaches that rely more on testing and rating experts with calculated
adjustmentsof their estimates (Cooke, 1991). These approaches appear especially useful for real
timeelicitation (Aspinall & Cooke, 1998),when there is little time to bring all the evidence
under scrutiny. The developers of this method suggest using this approach when there is
insufficient timeor budget to follow a more interactiveprocess. We believe that a group
consensusprocess where experts have the opportunity to examine and discuss the available
evidence is more appropriate for developing the human reliability information.

2.3.6 Synthesize and Document Results

The final results are generated by combining expert elicitationresults for parameters not
represented in available data, expert judgment concerning theappropriate censoring and
extensionofexisting data, and calculations relating large databases to the restricted conditions
that exist in the territory ofthis study.

In all cases, uncertainty distributions are developed to place the results in the context ofthe full
range of issues affecting the assessment team's uncertainty. This distribution includesboth
randomness anduncertainty related to state-of-knowledge. Theresultant probability distributions
are generally histograms (rather than analytic distributions), because they are generated through
combinations of distributions for various parameters affectingthe calculations.

Finally, the tasks described in Sections 3.3.1 through 3.3.5 are documented. This documentation
serves the following goals:

• Preserves the list ofspecifichuman failure events and unsafe actions that were estimated;

• Shows the context required by the PRA;

• Describes the variousdata sources that were used for each error that was modeled;

• Shows limitations and gaps in those data sources and how they were handled;

• Provides a record of the elicitation sessions and the associated calculations.

The resultsare assembledin a concise form for delivery to the PRA team. Ifpossible, the report
should provide both completeprobabilitydistributions and approximateanalytic probability
distribution parameters to support the PRA task.

2.3.7 Review

The results of the human reliability analyses, like any other component ofa PRA, should be
reviewed by membersofthe team performing the PRA and by a group ofpeople familiar with the
train controloperationsbeing modeled, to ensure that the scope of the study has been reasonably
accomplished and that the results appear reasonable to someone not directly involved in their
generation. If possible, the group that performs these analyses should include all parties
interested in using the results, such as FRA, the relevant labor groups, and the railroad
companies. In the contextof the FRA's planned uses of the PRA, a reviewby the relevant
members ofthe Railroad Safety Advisory Committee (RSAC), such as those who attend its PTC
subcommittee, could be appropriate. Such reviews are not expected to evaluate the details of the
HRAestimation processbut to judge the relative magnitude of the quantitative human reliability
results and to assess them against the reviewers' " domain knowledge."
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3. EXAMPLE ANALYSIS FOR CBTM STUDY

Amajor objective of this project was toprovide a demonstration of the human factors
quantification process as input to risk quantification models such as the Axiomatic Safety-
Critical AssessmentProcess (ASCAP). The CSXT Communications BasedTrain Management
(CBTM) safety casewasused to illustrate themethodology.

Using ASCAP, a simulation model was developed to evaluate the potential impact ofCBTM on
safety. As a first step inestimating the potential impact ofa new train control technology, it is
necessary to estimate the level ofsafety in current operations (the base case). The decision-maker
can then compare the current level ofsafety to the level ofsafety that would beachieved if the
new technology were implemented.

Since people play animportant role inmaintaining safety inrailroad operations, it is important to
understand how human factors and human reliability influences the overall safetyofrailroad
operations.

The human factors quantification process was used to estimate human reliability values for input
to ASCAP. This involved:

• Estimating humanreliability values for the base case: directtrain control (DTC)
operations in theterritory where CBTM wastested. This was the CSXT territory
between Spartanburg, SouthCarolina and Augusta, Georgia.

• Examiningthe potential impact ofCBTM on human performance and human
reliabilitywhen added to the current DTC operations in the above territory.

3.1 What is Communication Based Train Management (CBTM)?

In DTC territory, authority for train movements and track occupancy is accomplished by verbal
exchanges betweenthe dispatcherand train crew over the radio. Operatingrules govern these
exchanges of information between the dispatcher and the train crew. Current DTC operations
were used for this 'base case' analysis (as defined in FRA's proposed Standard).

CBTM is a form oftrain control that provides a warning to the locomotive crew when the train is
predictedto exceed the limits of its authority and stops the train if the operator fails to act in
time.The systemprovides four kinds ofprotection: authority protection, speed protection, work
zoneprotection and switch state protection. The system is intended to provide an overlay safety
addition for operations in 'dark territory' where DTC is the method oftrain control operation.6
When errors occur, such as a communication failure between the locomotive crew and the
dispatcher forexample, CBTM provides an additional layer ofdefense. Forexample, CBTM
receives information regarding theauthorized trainmovements from thecomputer-assisted
dispatch (CAD) system used bythe dispatcher to indicate valid track occupancy and compares
this information with thecurrent train position (using a global positioning system) to determine
whether the train isoperating within its authority. This system is overlaid over the existing train
control system. The train operates under its normal DTC rules of manual operation, with the crew
following all the current rules and practices. The CBTM system isintended simply toenforce the

' An overlay PTC system supplements oroverlays anexisting system oftrain control.
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DTC rules by applying penalty braking when the train exceeds its block authority, over-speeds,
enters awork zone without clearance, or approaches amonitored switch that is incorrectly set.'
3.2 Human Failure Events to be Estimated

The requirements ofthis study were to analyze the probabilities ofspecific unsafe actions
representing potential contributors to the risks being modeled in the ASCAP study ofthe CBTM
system.

Based on inputs received from the developers ofthe ASCAP model, the following four events
associated with unsafe actions were identified for analysis in the HRA task:

1. Train enters a block without authorization

2. Trainexceeds the track speed limit

3. Train enters apreplanned work zone (published in the train bulletin) without
authorization

4. Train crosses a misaligned switch.

These events represent the conditions for which the CBTM system can potentially reduce the
likelihood ofoccurrence and fall within the set offunctions PTC was intended to address.
Therefore, the analysis was performed both for the base case (current operations without CBTM)
and the case when CBTM is operational. Other accident scenarios, such as those involving grade
crossings or collisions with vehicles used by track inspectors were not modeled because they are
not affected by the planned use ofCBTM.

3.3 Qualitative Human Factors Analysis
The first step was to perform aqualitative human factors analysis. This involved two aspects:

(1) An analysis ofthe current work environment to understand the types oferrors that can
ariseandthe factors thatcontribute to thoseerrors;

(2) An examination ofthe proposed CBTM system, its user interface, and proposed human-
system interaction, to assess itspotential impact on human performance and human
reliability.

An earlyprototype of theCBTM system was being tested on the CSXT territory between
Spartanburg, South Carolina and Augusta, Georgia. This provided an opportunity todirectly
examine its user interface features andobserve its operation, and get input from CSXT
locomotive engineers and trainers who had familiarity with the prototype CBTM system.

Two site visitswere conducted in supportof the qualitative analysis:

1. A site visit was made to the yard in Spartanburg, South Carolina to conduct
interviews and observations ofCSXT locomotive engineers and conductors, as well
as to ride a locomotive equippedwith the CBTMsystem (April 18 and 19,2001)

2. A site visit was made to the CSXT Dispatch Center in Jacksonville, Florida, to
interview and observe dispatchers to understand CSXT dispatch operations and the
factors that could contribute to dispatch errors (June 4-6,2001)

The focus of the interviews and observations addressed the following questions:
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• What are the most likely forms of unsafe actions in thecurrent railroad operations in
the CSXT territorybetween Spartanburg, South Carolina and Augusta, Georgia (i.e.,
the base case)?

• What are the factors that are most likely to contribute to those actions?

• What recovery mechanisms do humans provide that contributes to a robust, high-
reliability system?

• What impactwould CBTM likely haveon human reliability and overall safety?

• Could CBTM prevent and/orcatchand recoverfrom the typesofunsafe actions that
are known to occur in the base case?

• Would CBTMChange howthe people in the system perform (i.e., locomotive
engineers, dispatchers)?

• Could CBTM introduce any new sources ofrisk? If so, are there mechanisms
available to enable thepeople in the system (e.g., the locomotive engineer, dispatcher)
to catch and recover from the CBTM 'errors'?

In addition to these generic questions, our observations and interviews were guidedby the
ASCAP modeling assumptions and humanreliability input requirements for the CBTM case, and
the specific issues andconcerns thatmembers of theRSAC positive traincontrol working group
raised with respect to the potential impact ofthe introduction of CBTMon humanperformance.

Particular issuesraisedby the RSAC positivetraincontrol working groupwere:

1. Potentialfor complacency: Therewas concern that locomotive engineers might
grow to over-rely on the CBTM system, and thereforebecome complacent
(Sheridan et al., 1999). In this case, theymightbecomeless vigilant in monitoring
for conditionswhere brakingis required(e.g., end ofauthority, speed zones),
relyingon the CBTM system to providea backup, shouldthey fail to take timely
action. The concern is that if the CBTM system ever fails (withoutprovidingany
indication that it was not operating), the locomotive engineer,believingCBTM
was still operating, might fail to brake in time.

2. Potentialfor Intentionally defeating CBTMsystem. Another concern that was
raised was that locomotive engineers might actively seek to defeat the CBTM
system. A concern was raised that locomotive engineers might enter incorrect
train consist information in an attempt to change the CBTM braking profile, so
that the CBTM system would not activate as designed.

3. Potentialfor distraction. There was also a concern that installing the CBTM
system in the locomotive cab would serve as a source ofdistraction to the train
crew. Locomotive engineers would now have an additional demand on their visual
attention (the CBTM display),which might serve as a source of distraction,
reducing their ability to detect and react to changes outside the cab. These issues
were addressed during the interviews and observations.
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The results of the interviews and observations provided the background necessary for structuring
the topics to be covered in the Human Factors Quantification Workshop, as well as for
understanding and integrating the inputs provided by the workshop participants.

The results of the observation and interviews with respect to major error forms and their
contributors in the base case, and potential impact ofCBTM on human performance were
consistent with the inputs provided by the participants in the Human Factors Quantification
Workshop.

Section 3.3.1 provides a summary ofthe interviews and observations ofthe CSXT locomotive
engineers and conductors

Section 3.3.2provides a summaryof the interviews and observations ofthe CSXT dispatchers

More complete documentation of the results ofthese interviews and observations are provided in
Appendices A and B.

3.3.1 Interviews and observations of CSXT Locomotive Engineers and Conductors

Interviews and observations ofCSXT locomotiveengineers and conductorswere conducted in
Spartanburg, SouthCarolina, on April 18and 19,2000. The objectivewas to form a deeper
understanding of the complexities that affect locomotiveengineerperformance, potential for
error, andhow CBTM is likely to affect locomotive engineerperformance and impactsafety.

Activities included:

• Observations during a 4-hour head-end rideon April 19thatwas conducted aspartof
a scheduled CBTM test;

• Two-hour interview with a locomotiveengineer that had served as a CBTM trainer,
introducing locomotive engineers to the CBTMsystem.

• Two two-hour focus groupsof locomotive engineersand conductors. Eight
individuals (six locomotive engineers and two conductors) participatedin the focus
groups.

Theparticipants in the focus groups weresolicited by contacting local laborrepresentatives for
the locomotive engineers (Brotherhood ofLocomotive Engineers [BLE]) andconductors (United
Transportation Union [UTU]) who wereinformed ofthe study and askedto put up a flyerthat the
HRA team prepared announcing the focus group.

Theengineers andconductors participating in the focus groupsrangedin experience from 11
months to28 years. They also ranged in experience with CBTM from operating trains with (an
early prototype of) CBTM installed onseveral occasions spanning theperiod it has been piloted,
tohaving been on only one train run with CBTM installed in the cab. The focus groups were
conducted inanoff-site conference room andthe locomotive engineers andconductors
participated voluntarilyon their own time.

The interviews/focus group sessions addressed two main topics:

• Factors that make running a train challenging in today's environment andpotential for
error.

• Potential impact ofCBTMon train crew performance.
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Factors Contributing to Error

The locomotive engineers andconductors mentioned a number of factors that contribute to
exceeding speed limits orgoing past their limits ofauthority. Major factors mentioned were
attention lapses, distractions, andmemory lapses (forgetting).

Train crews were particularly concerned with the possibility of missing temporary speed
restrictions (slow orders) and work orders. Inthe case of temporary speed restrictions, they felt
that they were most vulnerable to miss them in cases where:

• Thedispatcher issued thespeed restriction verbally over theradio after the
publicationofthe train bulletin.

• Thespeed restriction signs were not putup yet [orwere obscured]

• The time duration between when the dispatcher provided the information and when it
went into effectwas long(e.g.,will come to the speedrestrictions four hours after the
dispatcher called to tellhim/her about thespeed restriction)

Confusion as to the exact location of a speedrestriction or limitofauthority was also mentioned
as a factorcontributing to exceeding speed limits and going past limitsof authority. The
possibility of confusion was felt tobegreatest incases where the speed restriction or stop
location was temporary, especially if in addition: (a) the location was between mileposts; and/or
(b) the visibility waspoor(e.g., at night or inpoor weather) so thatvisual cuesto aid in
identification oflocation was degraded.

Communication errors were also discussed. While communication errors do happen, participants
felt that in most cases they are caught and recoveredbefore any negative consequences.

Improper train handlingwas the last sourceof errormentioned. The locomotiveengineer may
know where to stop or reduce speed but overshootdue to braking too late or insufficiently.

Input on CBTM

All eight individuals interviewed in the two focus groups and the trainer felt that CBTM could
improve safety. They believed that CBTM could be useful in cases where a train crew might
forget to reduce speed or stop at the end oftheir authority due to attention lapses or memory
failures.

Theyparticularlyliked that it warns the traincrewwhen they are about to enter a work zone and
whentemporary speedrestrictions are in effect. For these cases, the probabilityoferror is likely
to be higher, and the consequences may be severe.

However, all nine individuals also indicated limitations of thecurrent CBTM prototype.
Specifically:

• The audio alert was difficult todetect given the noisy cab environment (e.g., engine
noise, the whistle, the radio, conversations) and the CBTM visual display was outside
of the primary field ofview. Difficulty detecting the warning message from theaudio
alertor the visual display had two consequences:
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1. Failure torespond to a warning message from CBTM resulted in a penalty
brake application.

2. Because ofthe severe consequence ofmissing an information message or
warning (i.e., the penalty brake application,) the locomotive engineers felt a
need to continuously monitor the CBTM display. Thisbehavior added
significantly to their workload inside the cab. This behavior could potentially
distract them from attending to events outside the cab (e.g., trespassers, motor
vehicles at grade crossings).

• In many cases, the warning message did not come on early enough before the penalty
brake is applied to allow thelocomotive engineer to respond in time to avoid the
penalty brake. The short time between the warning and a penalty brake application
reduced the ability ofthe locomotive engineer to take advantage ofthe warning
message. Italso reduced the ability ofthe train crew to catch and recover from any
'errors' that the CBTM system might make. Thus, it reduced their potential toserve
as arecovery mechanism. More time isneeded between the on-set ofthe warning and
the initiation ofthe penalty brake to allow the locomotive engineer time toslow down
the train tothe appropriate speed and/or select an appropriate stopping place.7

• Often the CBTM system determined that braking was required at an earlier point than
the locomotive engineers would choose. In some cases, awarning came onin
situations where the locomotive engineers felt stopping was unnecessary or
inappropriate. Inother cases, the position where the CBTM stopped the train was
inconvenient, making it hard torestart the train. Stopping at an inappropriate time or
place may also introduce a new source ofrisk.

With respect tothe potential for complacency and over-reliance onCBTM, the engineers
provided mixed comments. On the one hand, they indicated that it remained their responsibility
tomake sure that nomovement authorities or speed restrictions were violated, independent of
whether they were reminded byCBTM or not. Theanalogy one locomotive engineer gave was to
an advancedwarning board on the side ofthe track. If it is there, it can remind the locomotive
engineer of theneed to brake soon. However, if for somereason the warning is not there, the
engineer is still responsible for braking. Thesame would be true for theCBTM system. It would
provide an aid,but the engineer still bearsthe responsibility for safe trainoperation. At the same
time, the engineers noted that if the CBTM systemwere working well theywould tend to relyon
it. As one engineer put it "Ifwe can't rely on it, I don't want it up there. If it works, I'll rely on
it."

With respect to whether CBTM would change the behavior of the locomotive engineers, the
locomotive engineers indicated that it would. Given that the CBTM system expects the
locomotive engineers to brake earlier than they are now inclined to, they would need to learn new
brakingstyles. Thus, CBTM raises a need for training not only on the CBTM interface and how

7 There are drawbacks associated withpresenting the warning message too early aswellastoo late. The appropriate
length of time required between the onset of thewarning andthe initiation of the penalty brake canbestbe
determined by conducting empirical testsusinglocomotive engineers.
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to use it, but also training on train handling and braking that is more consistent with the
expectations ofCBTM.

Locomotiveengineers reported that the interface for entering consist information into CBTM was
easyto use. When askedwhetherlocomotiveengineers mightintentionally enter incorrect consist
information in order to manipulate when the CBTM system came on, all 9 individuals
interviewed felt that that was very unlikely. They indicated first that CBTMcontributed to safety
and they wouldn't want to takeaction to defeat that, andsecond, since it is a computer system, it
records all inputs, and it would thereforebe easy to catchwhen someone did this.

3.3.2 Interviews and observations of dispatchers

A site visitwas made to the CSXTDispatch Center in Jacksonville, Floridaon June 4-6,2001.
Appendix B summarizes theresults of the site visit. One objective of thesite visitwasto
understand current dispatch operations and the kinds oferrors that dispatchers were likelyto
make. A secondobjectivewas to obtain feedback from dispatchers and managers ofdispatchers
on thepotential safety benefits anddrawbacks ofinstalling CBTM. Both objectives supported the
goalof providing humanfactors input to the ASCAPsimulation model comparingthe basecase
to CBTM. The site visit includedobservation ofdispatcheroperationsas well as interviews with
dispatchers, dispatchertraininginstructors, and managers.

Observations were made at three different dispatch desks that handled primarily dark territory,
includingthe dispatch desk that handles the territory from Spartanburg,South Carolina to
Augusta, Georgia,where the prototype CBTM system was tested. In addition, we observed and
interviewed a chiefdispatcher, whose territory included the territory from Spartanburg to
Augusta. In total, we observed and/or interviewed seven railroad dispatchers, one chief
dispatcher, two dispatcher-training instructors and two managers of the dispatch center.

Opportunities for Errors and the Contributors to Error

Observations and interviewsresulted in a deeper understanding ofDispatch Center operations
and the Computer-Aided Dispatch (CAD) system that dispatchers use to enter block authorities.
Inparticular, we wereable to identifythe most common typesoferrorsmade by dispatchers and
the factors that contribute to those errors.

Dispatchers provided extensive information on the types of errors that theymade and the factors
thatcontributed to those errors. In manycases those errors resulted in a discrepancy between
what was entered inthe CAD system and what the receiver of themessage over the radio
believed was thecase. Forexample, thedispatcher can make a data entry errorin the CAD
system. The dispatcher canverbally saythe right thing to theperson overthe radio but enter the
wrong thing in the CAD system. The dispatcher can also verbally give more block authority than
he/she enters inthe CAD system. A problem can arise if later the same dispatcher ora different
dispatcher gives theblocks that wereverbally authorized to the first train but not entered in the
CAD system to a different train.

Another type oferror discussed was communication errors, especially errors due to poor quality
radio reception. Examples mentioned include:

• Can mistakenly believe you are talking with a different train;
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• Can 'hear' the wrong thing due to noisy radio (static, cut-out) where the listener 'fills
in' the missing information based on expectations;

• Can fail to catch errors made by locomotive engineer during readback because the
dispatcher moved on to the next task and/or because the dispatcher is also subject to
the impactofexpectationson perception;

• Locomotive engineer may write something different from what the dispatcher said,
but repeat back (correctly) what thedispatcher said.

Most errors are caught and recovered before they have any safety consequences. The individual
making the error can detect it (e.g., data entry errors), the person with whom they speak with can
detect the error (e.g., a communication error), ora third party can catch it.

Input on CBTM

We were also able to get feedback on the perceived usefulness ofCBTM in improving safety
from managers ofthe Dispatch Center, training instructors, and dispatchers. Among the points
made were that CBTM:

• Would stop a train if the dispatcher has not put inthe block authority information in
the CAD system (i.e., incases where due to 'data entry error' orverbal
misunderstanding between the dispatcher and the locomotive engineer, there isa
discrepancy between what was said verbally to the locomotive engineer and what was
entered in the CAD system);

• Would stop the train if a switch was inadvertently left inthe wrong position;

• Would stop a train if it exceeded a speed restriction (e.g., incases where the
dispatcher failed to communicate a temporary speed restriction.)

3.4 Quantitative Analysis

The primary tasks in the quantitative analysis of the HRA were:

• Identification ofrelevant data sources;

• Identification their limitations and gaps;

• Application of the expert elicitation process to compensate for these limitations and
gaps.

3.4.1 Overall Analytical Process

This section describes the analytic process that was used to quantifyeachof the human failure
events specified in Section 3.2. The analyticalprocess for each of the human failure events was
intended to answer the following five questions. The first three questions were answered in large
part before the quantification process was started, by defining the scopeof the analysis and in the
discussions undertaken as part of the qualitative analyses.

1. What are the major unsafeactions to quantify?
For example, the train exceeds its limits of authority. This event could be the
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result of two different general unsafe actions—errors by the train crew and errors
by the dispatcher

2. What is the scope?
For each major unsafeaction identified in the previousstep, what specific unsafe
actions are included? In the case of the train crew, the scope would simply be the
crew fails to stop the train at its limit ofauthority. The unsafe action may occur
because the train crew fails to notice when they reach the end of the last block or
erroneously recall the limit oftheir authority.

3. Whatfactors couldcause theactions listedin theprevious step?
Examples of factors that couldcause failure of the train crew to stop at the limitof
the authority include:

o Inattention or failure to recognize their location

o Erroneous recall ofauthority limits

o Distraction (within the cab or outside the cab)

o Over-reliance on another crewmember

o Misjudged braking performance

4. What data exist?

To what degree do the available databases relate to the actions being modeled? Do
they include all or most of the identified significant causes? Data are needed for
both the opportunities for the events and the events themselves.

5. Whatjudgments are needed?
Are there additional causesnot includedor under-reported in the databases that
are relevant to the analysis? For example, are all the causes listed above
(inattention, etc.,) includedin the train crewdisciplinary database or the FRA
incident database? Are there additional causes in these databases that should be

excluded? On what basis can the data be filtered and scaled?

The final probability parameters (usually in the form of probability distributions) for the unsafe
actions are estimated, based on the numbers of events (thenumerator) divided by the
opportunities for theevents (the denominator) The numerator and denominator are each adjusted
basedon thejudgments and databases. Thisoverall process is shown in Figure 2. It shows the
routes bywhich the probabilities ofdifferent actions are calculated (atthe bottom of the figure)
based on data and judgments discussed above.
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Figure 2. Overall Analytical Process

3.4.2 Sources ofData

Two kinds ofdata are required in HRA studies: information about the numbers ofevents similar
to those being modeled, and information about the number ofopportunities for such events such
that a probabilityofthe events can be estimated. Two major sources ofdata were identified in
this study: the databases maintained by the FRA, and databases maintained by CSXT. Both data
sources contain informationabout both the frequencies ofevents and the opportunities for such
events.

Table 1 shows the potential relevance ofeach of these databases to the events being analyzed.
Their limitations are discussed in Section 3.4.3.
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FRA Databases

Incident Database

FRA maintains a database that contains coded summaries of incidents in railroads that meet the

FRA reporting requirements (see below). These summaries identify the railroad(s) and
locomotive identifiers involved, the date and location, the type oftraffic (passenger, freight, etc.)
and a set ofcause codes for the event, based on the investigation made by the railroad. These data
can be accessed at the FRA website fhttp://safetvdata.fra.dot.aov/officeofsafetvV It is possible to
create and download the results ofsearches ofthe database. For example, the search may specify
the railroad, a date range, and the types ofcause codes (say, all those reported as involving
human errors) for the events. The results are then available for downloading and analysis offline.

Operational Exposure Database

The operational exposure database maintained by FRA is located at the same web address as the
incident reports (above). This database summarizes the amounts of train movements (expressed
in train-miles) for each railroad, separated by train-miles in yards versus track, passenger versus
freight, etc. Totals per calendar month are provided.

CSXT Databases

Three databases were identified by CSXT staff in discussions about the needs of the HRA study,
and were identified on a case-by-case basis. It is possible other CSXT databases exist for other
management purposes, but werenot identified to this team. As described below, the existing
databases were sufficient for these analyses.

Incident Databases v

CSXT identified three databases suitable for this analysis. The first was a summary ofevents that
occurred on the test territorybetweenSpartanburg and Augusta in the nine yearsprecedingthe
study. Each event includeda summary of the type ofevent, and whether it was hardware, human,
roadway or other-related. There were89 events, ofwhich the largestcontributionwas from
roadway problems (e.g., widegage due to defective or missing ties). A total of24 events
involved a human-related cause. Of these 24 events, the largest number was associated with
failure to remove a derail (a total of4 in the nine years).

The second set of incident databases was associated with disciplinary actions on CSXT. Two
were provided: oneassociated with train crewdisciplinary actions andone withdispatcher
actions. No individuals were identified in either database. Both databases provided a brief
summary of theevent (either the ruleviolated [dispatcher data] or the type of event [train crew
data]) and thedate. From these data, it waspossible to identify if the action was a track segment
violation (exceeding the limits of theirauthority) for a train crew, or if the actionwas a rule
violationconcerned the inappropriateissuing ofa block authority by a dispatcher.

Operational Exposure Database

Foroperational exposure, CSXT provided a set of "raw" datafor the test territory: a setof all
movement authorities for the territory covering a two-week period. This two-week period was
considered to typify operations for thetest territory. Thesewere provided in electronic format
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and were converted to a Microsoft Access® database. For this two-week period the following
items were identified:

• The number of trains traveling the territory,
• The number ofauthorities that were issued,
• At what time and the number ofblocks issued or released,
• The number and duration of temporary work zone restrictions in place, and
• The number of track inspections occurring at any time.
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Table1.SummaryofDataAssociatedwithEachHumanFailureEvent

EventEventdataUnsafeactionsUnsafeactiondataOperationalexposure
Trainfailstostop
atboundaryof
authority

•CSXTincident

data

•FRAincident

data

Traincrewfailstostopatblockboundary
atendofauthority
-blocksignpresent
-blocksignmissing

•Employeedisciplinary
actionsdatabase

CSXTtotal&yardmiles

Dispatcherfailstoprotecttrainauthorityin
CADS

•Dispatcherdisciplinary
actionsdatabase

CSXTtotal&yardmiles

Traincrewmishearsdispatcherastolimit
ofauthority(location,trainID)

•Estimates(e.g.,estimates
obtainedfromtraincrewsor
dispatchers)

Numberoftrainmovements

(dispatcherprintouts,tablesin
ASCAPAppendixC)

Dispatchermishearstraincrewrequestfor
authority(location,trainID)

•Estimates(e.g.,estimates
obtainedfromtraincrewsor
dispatchers)

Numberoftrainmovements

(dispatcherprintouts,tablesin
ASCAPAppendixC)

Trainenterswork

zonewithout

authority

•CSXTincident

data

•FRAincident

data

Traincrewfailstostopatworkzone
boundary
-failstoidentifylocation

•signpresent
-signmissing

-recognizeslocationbutfailstostop

•Employeedisciplinary
actionsdatabase

CSXTtotal&yardmiles

Dispatcherfailstoidentifyworkzone
boundaries(notintrainbulletin)

•Dispatcherdisciplinary
actionsdatabase

CSXTtotal&yardmiles

Traincrewmishearsormisunderstands
EmployeeInCharge(EIQcommunication
&proceedsintoworkzonewithout
authorization

•Employeedisciplinary
actionsdatabase

•Estimatesbytraincrews&
roadwayworkers

CSXTtotal&yardmiles
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Table1.SummaryofDataAssociatedwithEachHumanFailureEvent(Continued)
Event^~=:~l~=L Event

data
Unsafeactions

Trainexceeds

speedrestriction

Trainrunsover
wrongly
positionedswitch

Traincrewfailsto
actonCBTM

warning
Traincrewover-

reliesonCBTM
fortraincontrol

(complacency)
Traincrewenters

wronginformation
inCBTMfor

consist

CSXT

incident

data

FRA

incident

data

•CSXT

incident

data

•FRA

incident

data

None

None

None

Traincrewexceedsspeedrestriction
-permanentspeedzone

-signpresent
-signmissing

-temporaryspeedzone
-signpresent

signmissing

Dispatcherfailstoidentifytemporaryspeedzone
(notintrainbulletin)
Previoustraincrewleavesswitchinwrong
("reverse")positionwithoutagreementfrom
dispatcher

Dispatcherrailstowarnofswitchleftin"wrong"
position(ifagreedwithpreviouscrew)
Traincrewdoesnotrecognizeswitchinwrong
positionandstop-targetOK
Traincrewdoesnotrecognizeswitchinwrong
positionandstop-targetnotOK
Crewfailstoreactintimetopreventunnecessary
CBTMaction

Crewfailstotakemanualactionstocontroltrainin
CBTMcontrolledsituations

CrewerroneouslyenterswrongdataviaCBTM
interface

Crewpurposefullyenterswronginformationto
adjustbrakingprofile
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Unsafeactiondata

•Employeedisciplinary
actionsdatabase

Dispatcherdisciplinary
actionsdatabase

•Employeedisciplinary
actionsdatabase

Dispatcherdisciplinary
actionsdatabase

Employeedisciplinary
actionsdatabase

Estimates

Estimates

•Estimates

Estimates

•Estimates

Operationalexposure

CSXTtotal&yardmiles

CSXTtotal&yardmiles

CSXTtotal&yardmiles

CSXTtotal&yardmiles



3.4.3 Limitationsand Gaps in the Databases

Each database has certain limitations and gaps with regard to the events being analyzed. The
following are the primary instances for whichan analysis was performedduring the expert
elicitation.

FRA Databases

Operational Exposure Database

TheFRA operational exposure database provided a basis for estimating total trainmovements
within a given railroad, but thecategories onlydescribe whether the movements werein yards or
out of yards. There is no distinction between the types of traincontrol system (e.g., DTC) in use,
or any information abouttrafficwithin specific territories.

Incident Database

There are two primary limitations in this database: events to be recorded must meet certain
damage (greater than $6,500.00 in 1997) or injury criteria as set forth by FRA,8 and the reporting
railroadrequired to provideonly a limitedset of causal information.

As a result of the first limitation, there is a significant gap ofevent information for which no
accident occurred—there is no "near miss" reporting for events involving errors but no
consequence, forexample, in the FRA databasesystem.

Becausealmostany accident is the result ofmultiplecauses, the ways in which an event is
reported canbe somewhat subjective as to whatis givena primaryfocus: equipment or human.
Therefore relying only on the cause codes ofthe events does not provide a sufficient basis for
identifyingeventsrelevant to this study. The reports do provide the opportunity for presenting a
narrative for additional information but there can be quite significant latitude in the way events
are reported. However, the combination oftypesofevents and the narratives seems to provide at
least a basic starting point for identifying relevant events.

CSXT Databases

Operational Exposure Database

The details of the traffic were sufficient to identify the total numbers of trains, the numbers of
blocks issued, the amount ofmaintenancework, etc., in the test territory for the two-week period.
The only question is the extent to which the two week period was representative oftraffic overall
in the test location. Summarydata for a second period were obtained that indicated a somewhat
higher volume of traffic. This second set ofdata were used for a sensitivity analysis in one of the
evaluations to identify what the effect would be if alternative data were available.

Incident Databases

The small number ofevents limited theCSXT database associated with incidents in theAugusta-
Spartanburg territory. Thedatabases associated with disciplinary actions were limited largely by
the fact that thatan unknown number ofsimilareventscould occur, but without any mechanism

SeeFRA Instructions for preparing FRA FormF 6180.54,Rail EquipmentAccident/Incident Form
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to detect and report the event outside of thecrewinvolved. In the absence of anyincentive to
self-report such events, this number cannot be known for certain. On the otherhand, some
disciplinary events (particularly for train crews) could be theresult of performance testing thatis
more rigorous than normal operations. Therefore, thepotential exists forbothunderestimating
(from unseen events) and overestimating (from the inclusion of non-representative testing) from
these databases.

3.4.4 Expert Elicitation Process: Quantification workshop

In order to compensatefor the limitations and gaps in the available databases, the dataneed to be
filtered and scaled. To perform these adjustments, a two-day elicitation workshop was held on
October 29 and 30,2001 in Greenville, SouthCarolina, to obtain adjustments to the data
represented in the databases available for quantification. Prior to this workshop, a trial workshop
was held in August 2001 at FRA offices in Washington, DC, to test the elicitation process and to
identify any additional databases that could beused. This trial led toobtaining the set ofauthority
data for the two-week period from CSXT, for example.

A total of 30attendees participated inthetwo-day workshop in Greenville. The participants
consisted of:

• Four railroad representatives and associated consultants

• Thirteen workers, union representatives and associated consultants

• Six FRA representatives and associated consultants

• One University ofVirginia (ASCAP contractor) representative

• Six Volpe Centerand associated consultants (including the HRAteam).

In order to accommodate this large number, theattendees were divided into two groups formost
ofthe analyses, though the training andthe analyses oftwoparticular scenarios were performed
with the group as asingle body.9

In orderto ensure that all attendees had a common understanding ofthepurpose, approach and
tasks ofthe workshop, a training period was provided that covered:

• The goals of the analysis (boththe purposes and scopesof the ASCAP modeling and
the related HRA activities)

• The approach and tasks being undertakenby the HRA study (using a combination of
databases and judgment)

• The technologyand planned application of the CBTM system (by CSXT).

9The term, scenario, isusedin PRA and HRA modeling to describe a combination of equipment conditions and
unsafe actionsthat result in an accident or othersituationof concern to safety. Forexample, a trainenteringa
workzone without authority would be a scenario. It could result from unsafe actions (failureof the crew to obey their
limits of authority, or it could be the results ofequipment failures (complete brake failure). The scenarios we
analyzed weretheresult ofunsafe humanactions.
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Following the training, the group as a whole analyzed one event (train exceeded block authority
because of an error by the train crew) as an exercise to see how the process worked in practice.
This example is described later to illustrate the analytical process.

A facilitator who was familiar with the event being analyzed, the types ofdatabases available,
and the expertise in the group led the elicitation process for each human failureevent. The groups
were divided so that expertise for particular events was contained in the group making the
evaluation. For example, the group performing the evaluation ofdispatcher error events included
both dispatchers and locomotive crews. Preliminary analyses were performed to identify talking
points in the facilitated groups, such as possiblecauses of humanerror events (based on the
results of the qualitative analysesdescribed earlier), examplesofthe databasesand their possible
limitations, and questions to help develop distributions associatedwith the probabilities being
estimated(such as "How high and how low could the end pointsof the distributions be, and
why?"). The facilitator led the discussion through the items listedin Section 3.4.1, including
those that had been prepared (such as the list ofcauses for the events and the possible databases)
to ensure that no significant contributors or sources ofinformation had been overlooked, and that
everyone in the group had a commonunderstanding ofthe eventsand factors being analyzed. In
all cases, an extensive discussion ensued that often clarified the details of the actions necessary
for the event to occur, anecdotal examples ofnear-misses that participants had witnessed or
participated in, and issuesassociated with the contentofthe databases.

Following this discussion, the facilitator led the discussion to actually estimate the parameters of
the model, including uncertainty. Two approaches were needed, one for cases where data were
available, but not quite appropriate and a second for cases where no data could be found. In the
first type ofdiscussion for estimatingwhat adjustments were necessary to make the database
most relevant, the group considered such issues as which events needed to be excluded, and
where under-or over-reporting could occur. Based on these discussions, the facilitator led those
group members who had a working knowledge ofthe situation to estimate adjustments to the
parameters developed from the database. In almost all cases, these values were obtained by
eliciting the endpoints ofthe distribution (using the "How high...?", and "How low...?"
questions)and then estimating the shape and the resulting mean ofthe distribution. In the second
case, whereno data applied, the peoplewith handson experience werepushedto think through
how relevant situations could occur, what factors would be most important, and then to focus on
the extreme values - what is the most often it could occur and the least often? In some cases the
facilitator had to synthesizethe discussion, saying, "From whatyouhavediscussed, it appears
that the high and low values must be..." Sometimesparticipants with experience on other
railroads could suggestthings theyhadseen elsewhere and thatwould lead to deeperdiscussion
on the possibilities at hand.

This process was followed for almost all of the events being analyzed. The one set where a
slightly different processwasusedwas the estimation ofthe useofthe CBTM system. Because
thissystem is still in trial use, andits precise parameters thatcould alter thewaypeople use it
have not beenfixed yet, it wasnecessary to ask the attendees to imagine howit wouldworkin
practice, andthen the facilitators led the entire group through consideration of certain issues
associated with CBTM thatwerediscussed in thequalitative analyses (Section 3.3).Because
some of the attendees had used the system in thetrials currently under way, thiswas considered a
feasible way to proceed. (More extended applications or usein a simulator could provide
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additional inputs.) This analysis also provided a setting todiscuss current problems in the trial
operation (such as the limited warning times before braking) mentioned earlier. Because of the
limited experience with the system, and the fact that it was not finalized yet, certain assumptions
were made about thefinal system and itsmodes ofoperation. Forexample, it wasassumed that
the problems exhibited by the early prototype version ofCBTM would beresolved prior to final
system implementation. Based on these assumptions, itwas possible for the group to provide
estimates ofthe likelihood ofparticular responses when using the system. These assumptions are
discussed in more detail in Appendix C.

3.5 Results of CBTM Analyses

This section presents a worked example to illustrate the analysis and quantification process. The
detailed results for the remaining events analyzed are presented in Appendix C. Asummary of
the results is presented following theworked example.

3.5.1 Worked Example

Train-caused Block Boundary Exceedances

The following example demonstrates the elicitation process and quantification foroneevent: the
event involving a train entering a block for which itdoes not have authority because ofan error
bythe train crew. The workshop attendees analyzed this event asa single group. Figure 3 shows
the overallprocess used for this analysis.

Scope of analysis

The workshop attendees agreed that the scope encompassed where the train crew fails tostop the
train before it enters a block for which they have no authority. Selection of the scope was based
on several considerations. Since this study was concerned with the effects of theCBTM system
onsafety, emphasis was placed ontheevents where theoperation of CBTM canmakea
difference to the level ofsafety. The selection ofthe specific human errors or analysis was made
onthebasis ofwhether CBTM would be likely to impact the frequency of suchevents. The
errors included inthefollowing analysis were judged bytheanalysis team andreviewed bythe
workshop participants as representing the most likelyto be affected by CBTM for exceedance of
theblock boundary. Equipment faults were notincluded (such as brake failure). The train
erroneously entering a work zone wasconsidered in a separate analysis.

Thefollowing error forms were identified bythe train crewmembers at the workshop:

• Fails to recognize location due to

Weather

Lack ofexperience

• Misunderstands authority

Distracted while receiving authority

Expected to get greater number ofblocks than actually issued

Boundary relocated (occasionally happens)

Mishears authority
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• Distraction or over-reliance by one crew member on the other

Within the cab (alarms, other tasks, conversation)

Outside the cab (fire, trespassers, etc.)

• Misjudgment ofbraking

Normal braking conditions

Abnormal braking conditions (slippery track)

• 'Unconscious'

Highly fatigued

Environment (e.g., chemical release)

Drug and alcohol

Relevant Databases

The workshopattendees agreed that the following databases were relevant to this event:

• CSXT train crew disciplinary actions database

• CSXT incident database for the CBTM trial territory

• FRA operating experience database

• CSXT sample authorities database

Analysis

Based upon the available data sources, two paths potentially existed to analyze the likelihood of
crew exceedances. One was to use the CSXT disciplinary data that were associated with all
CSXT operations, and the second was to focus on the experience within the trial territory. Both
paths are shown in Figure 3.

CSXT-wide Analysis

For the crewdisciplinary actions, the relevant categoryis the track segment violations. Ninety-
one track segment violations occurred in the 4-yearperiod from 1997 to 2000. The workshop
participants agreed that this 4-year period was largelyrepresentative ofcurrent operations. It was
felt that conditions prior to this periodwere less likely to be representative ofcurrent conditions
because ofupdates in the rulebook, companymergers, etc.
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The 91 track segment violations could have occurred in signal territory, DTC territory, or in
yards. No information is provided in the database to distinguish between these locations. Based
on discussions within the group, it was agreed that these 91 events could be distributed on the
basis ofthe train mileage associated with each ofthe territoriesand yard traffic.

The workshop participants agreed that the basis for these different train miles could be estimated
from a combination of two sources of data: the FRA operating experience database (which
provides train mileage dataassociated with trackseparately from yards), and the relative track
lengths associated with signal, DTC, and otheroperations. Table 2 shows thedata from theyard
versusmainline traffic overthe 4 years analyzed usingFRA data.

Table 2. CSXT Train Miles (from FRA database)

Year Total Train Miles Yard Train Miles Non-yard Train
Miles

1997 83,733,024 13,324,933 70,408,901
1998 83,447,524 13,367,246 70,080,278
1999 105,277,723 16,075,426 89,202,297
2000 114,426,120 17,874,254 96,585,866

Basedon data provided by FRA,Table3 shows the track lengths associated with different
modes ofoperation.

Table 3. Track Lengths for Different Operating Modes (FRA data)

Territory Length
(miles)

Fraction

Yard* 2,963 13.6%

ATC 75 0.3%

Signal 10,560 48.4%

Dark 6,072 27.8%

Unknown 2,164 9.9%

Total 21,834
Yard miles were computedto correspond to the relative train miles listed in Table 2.

The "unknown" category represents particularCSXTtracks associatedwith specific local
operations (assumed to be industry-related tracks), and where insufficient information existed
from available sources to confirm the specific mode ofoperations. Because we did not have
further data to estimate specifically these tracks as either DTC or signal operations, we modeled
them as a source ofuncertainty.

The uncertainty distribution was created by settingthe two known endpoints to be the fraction of
DTC track lengthout of the total, if (1) none ofthe unknown track length were DTC
(DTC=27.8%), and (2) it was all DTC (DTC + unknown = 27.8 + 9.9, or 37.7%). The most
probable valuewasdefined to be if the modes ofoperationof the "unknown" track lengthwere
distributed in the proportions of the known signal and DTC track lengths (30.5%). The ATC and
yard operations are a special mode whose locations are known. The result is a triangular
distribution for the fraction ofCSXT track length that is DTC operations whose mean is 32%.
The triangular distribution shape is often chosen when the end points are fixed and known, and
there is a plausible logic to identify thepeak. It must be noted that the specific shapeof the
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distribution has a very small impact on the result. For example, using a skewed normal
distribution with truncated tails at the above end points has a negligible effect on the calculated
mean value. This distribution, like the others discussed below, was developed during the
workshop, discussed with the workshopparticipants,and agreedwith them as a reasonablebasis
for the analysis.

The second adjustment assessed whether the 91 track segment events in the disciplinary database
represented an under- or over-reportingofthe events in practice.The focus ofthis analysis was a
discussion with the group members. It was generally agreed that the events in the database under-
represented the events in practice. The experts in the group, the train crewmembers and those
familiar with the CSXT disciplinary process, were asked how low and how high the under
estimation could be, using the elicitation process described earlier. The lowest under-reporting
was estimated to be 5%, and the under-reporting could be as high as 20%. All intermediate points
were judged equally likely, thus creatinga flat distributionbetweenthe limitsof 1.05 and 1.20
for the adjustment to the number ofevents in the database.

Based on the above analyses, the adjusted number oftrack segment events/year occurring in DTC
territory is:

= (91 x Dist (Fraction ofDTC operations) x DistfUnder-reporting adjustment))/4 years

This computation was processed with the distributions described above using Microsoft Excel®
and an Excel add-in program called Crystal Ball®.10 Crystal Ball® computes distributional
analyses by simulation, rather than usingsingle numbers, withinExcel spreadsheets. This
analysisresulted in a distribution that can be representedby a lognormal distribution with a mean
of8.19 track segment events/per year (standard deviation of0.616) occurring in CSXT DTC
territory.

The data in Table 2 and the distribution of the fraction ofCSXT total train miles representing
DTC operationswere used to estimate the average annual number of train miles associated with
DTC operations. The total train-mileage averaged over the 4 years was 96,729,600. The resulting
distribution had a mean of26,126,000 DTC train-miles/year. Dividing the 8.19 events/year by
26,126,000 train-miles/year yields a mean of3.14 x 10"7 events per train-mile. The resulting
distribution is best characterized bya uniform distribution, with a minimum of2.47 x 10~7 and a
maximum of2.82 x 10"7 events pertrain-mile.
Territory-specific Analysis

The relevant databases for this analysis are the CSXT territory-specific incident data and the
sample authoritydata. The event data for the territory indicates that in the period from 1992 to
2000, no incidents involving authority exceedances were recorded. An extended discussion took
place amongthe group as to the likely range of events that could have occurredin the territory
without being recorded. The workshop attendees concluded that over a 10-yearperiod, at least
three such events but no more than six events were likely. Values outside this range were
plausible. Based on these estimates, a distribution was created to represent the number ofevents.

to Decisioneering, Inc., Denver, Colorado, USA.
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This distributionwas created using a normal distribution having the 5-percentile pointof the
distribution set at 3 and the 95-percentile point set at 6, thus allowing for the possibility ofvalues
outside the range. Its mean value is thus 4.5/10 years, or 0.45per year. The selection of the
normal distribution (as opposed to the triangular distributionused earlier)was made because
therewereno hard limitsor endpoints (particularly on the high side). Inprinciple, there could
have been any (non-negative) numberofevents. There is no natural upperlimit,just a decreasing
likelihood ofsuch events occurring. Use of the normal distribution allows for that possibility.
Otherunbounded distributions couldbe used, but selecting onewitha different shape would
make very little difference to the final calculated parameters.As with the selection ofother
distributions, the selection ofthisdistribution as anassumption wasdiscussed and agreed upon
by the workshop participants.

The operating experience was represented by the sample of all territory authorities issued over a
2-week period (6/10-23/2001) for the Spartanburg and McCormickterritories (the test area for
the CBTM system). In this period, authorities were issued to 273 unique train identifications. The
track mileage covered by these authorities is 120.5 miles. Therefore, in the course of the two-
weekperiod, there were approximately 3,290 trainmilesof operating experience. Allowing for
26 two-week periods in a year, this exposuremetric corresponds to about855,310 train-miles per
year, or 8,553,100 train miles in 10 years.

The rate ofauthority exceedanceper train mile is therefore calculated by dividingthe distribution
ofAuthority Exceedances(/10 years)by 8,553,100 trainmiles, whichis a similarshaped
distribution having a mean of5.26 x 10"7 pertrain mile.

To convert this value to the rate per block authority, the distribution of the number ofblocks
issued per authority was analyzed. The resulting distribution is shown in the histogram in Figure
4. While the majority ofauthorities were issued for one block (53%), the mean number ofblocks
issued was slightly over two, as shown in Figure 4.

4 5 6 7

Blocks Issued per Authority

Figure 4. Distribution of Number of Blocks Issued per Authority
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Using this distribution, the meannumberof authority boundaries traversedper trip along the test
territory was 9.43. There were 19 blocks between the ends, not including the yards (outside the
scope of this analysis). The correspondingannualnumber ofauthorityboundaries traversed was:

9.43 boundaries x 273 trains in 2 weeks x 26 2-week periods in 1 year = 66,940 boundaries/year.

Dividing the distributionof authority exceedances (/10 years)by 669,400boundaries (the
equivalent 10 year rate) yielded a distribution with a mean rate of6.7 x 10"6 perauthority
boundary.

Quantification

The CSXT-wide analysis led to an estimate of the exceedance rate to be a distribution with a
mean of3.14 x 10"7 events per train-mile. The territory-specific estimate was a distribution with a
mean of 5.26 x 10"7 per train mile. This difference ofa factor oftwo was considered not
significant, given the number ofassumptions used to generate them.

The ASCAPanalysis modeled the exceedance rateper block, not per train-mile, in its estimates.
Given that thereare 19blocks along the test territory of 120.5 miles, the averageblock length is
6.3 miles. Therefore, the mean exceedance rateper block usingthe CSXT experience is 1.99x
10"* events per block, and using the territory experience is3.34 x 10"6 per block.
However, to select between these tworesults, their distributions were compared. The comparison
is shown in Figure 5.11
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Figure 5. Exceedance Rate per Block for allCSXT Territory and CBTM only Territory

When thedistributions arecompared, theyoverlap, with the CBTM territory results distribution
extending past the 'all CSXT' distribution. Based onthiscomparison, the workshop participants
preferred the CBTM territory result since its meanis slightlymore conservative, and its

" The figure is aresult ofthe discrete event simulation used in Crystal Ball, and therefore the results appear as
histograms.
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distribution enclosed that of the CSXT-wide analysis. Therefore, the distribution for use in
ASCAP for theprobability of a train crew to exceed its limit of authority can be approximated by
a normal distribution having a mean value of3.3 x 10"6 per block boundary and a standard
deviation of 6.8 x 10"7.

Asmentioned in Section 3.4.3, an alternative setofsummary data for the movements through the
CBTM territory in a different two-week period identified 400 total train movements, compared
with 273 movements in the datadescribed above. To investigate the effects of this alternative
data set, the above calculation was repeated using to 400 movements. The result was a lower
mean probability ofthe train crew exceeded their limit ofauthority (2.3 xlO"6 per block, versus
3.3 x 10*6 per block [above]). This difference (30% reduction), while not trivial, isstill within the
range of the uncertainty calculated for the original data and is still larger than the valuecalculated
using the CSXT-wide data. Using thealternative datawould not significantly alterthe values
recommended to ASCAP and liewithin the range ofuncertainty.

3.5.2 Summaryof other CBTM related Analyses

This section provides a summary of the qualitative analysis and quantification for each ofthe
remaining events thatwere quantified as part of the quantification workshop. Details of the
qualitativediscussions and quantitative analysisare provided in Appendix C.
Dispatcher-caused Boundary Exceedances

Qualitative Discussion

Workshop attendeesindicatedthat the dispatcher can create conditions where the train crew
believestheyhavea valid authority (basedon the verbalcommunications with the dispatcher) but
they are unprotected by the CAD system, which could allow an authority to be issued to another
train. Examples ofhow this could occur include:

• Errors related to use ofthe CAD system

• Train misrouting

• Radio miscommunications

Workload and problemswith radio communication were identified as the most important
influences on the likelihood ofdispatcher-caused exceedances:

Quantification

The workshop attendees agreed that the most immediately relevant databases were the dispatcher
disciplinary data and the CSXT operating data from FRA.

The mean rate for dispatcher-caused exceedances was calculated tobe 3.5 x 10"6
exceedances/block boundary.Based on the Crystal Ball analysis, the best fit for the resulting
distribution isa Gamma distribution, with a location parameter of-2.02 x 10"6, a scale parameter
of5.12 x 10"8, and ashape parameter of7.73 x 101. Figure 6 shows the resulting histogram and
the associated best-fit continuous distribution.
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Figure 6. Histogram and Best-Fit Distribution for Dispatcher-Caused Exceedances

Overspeeding Events

Qualitative Discussion

Twotypes of over-speeding events were considered: Permanentand temporary speedrestrictions.

The mostimportant influence for overspeeding in a permanently restricted section is experience
and knowledge of theterritory. Most inadvertent overspeeding events were described bythe
workshop participants as occurring in the first 2 years ofexperience. Othercontributors include
train make-up (e.g., brake profile) and weather conditions that can impact braking andvisual
cues (e.g., icing can affect abilityto brake, fogcan affectabilityto see signs, etc).

In the case of temporary speedrestrictions a varietyofinfluences for overspeeding were
mentioned. In addition to the factors that applyto permanent speed restrictions, some
factors are unique to temporaryspeed restrictions. These include the fact that there can be
many (upwards of hundreds) temporary speed restrictions activeat anygiven time. In
mostcases, thesetemporary restrictionsare printed in the train messages and train
bulletins. Some temporary speed restrictions donotappear in theprinted train messages
and bulletins. These are communicated to the traincrew en-route by thedispatcher over
the radio. Train crews can miss a temporary speed restriction (e.g., inadvertently skip over
it in trainmessage or train bulletin) due to the large number oftemporary speed
restrictions theyhaveto manually track. The temporary speed restrictions communicated
via radio are subject to additional opportunity for enor (e.g., hearing or writing).

Quantification

A total of56overspeeding events were identified in the traincrewdisciplinary database over a 4-
year period, corresponding toan annual rate of 14 peryear, assessed for DTC operations. These
overspeeding events were sufficiently serious to lead to the engineer being decertified byCSXT.
The workshop participants described the most likely range for underreporting ofoverspeeding
events to be in the range from 2 to 4 times, with 3 being the most likely.
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The calculated rate for exceedances per restriction is a distribution with a mean of 4.6x 10"6
exceedances per speed restriction. This can be approximated by a Beta distribution,with the
following parameters: or = 1.22 x 101, B= 1.73 x 101, scale =1.1x10'5. Figure 7shows the
summary histogram from the Crystal Ball simulation and the fitted Beta distribution.

0.030

0.025

0.000

0.E+00 1.E-06 2.E-06 3.E-06 4.E-06 5.E-06 6.E-06 7.E-06 8.E-06 9.E-06

Speed Restriction Exceedance Rate/Block

Figure 7. Histogram and Best-Fit Distribution for Speeding Events

Switches

This analysis is presented in two parts: the likelihoodofa manual switch being left in the wrong
position,and the likelihood ofa train running over a mis-positioned switch.

Manual switch in wrong position

Qualitative Discussion

Workshop participants discussed at length some ofthe factors that could lead someoneto
leave a switch in the wrong position. They mentioned that, while it was not the
established operating procedure, there appears to be evolving an acceptance ofthe
practice ofallowing train crews to re-align switches for each other, conductors will only
leave a switch in the reverse position if they get positive confirmation from the other train
crew (via radio communication) that they will re-align the switch for them.

One reason for this evolving practice is that with the change to a two-person crew and no
caboose, the conductor may need to walk a long distance (as much as 150 car lengths) to
get back to the cab after re-aligningthe switch. This is time consuming,delaying
movement of the train. It can be particularly difficult and time consuming in cases ofbad
weather or poor paths for walking. As a result, sometimes a train crew in a siding will
leave a switch behind in the reverse position if they have verbal agreement with the
conductor ofanother train that they will re-align the switch (based on radio
communication between the conductors of the two trains.)

Generally, the switch will be correctly re-aligned by the conductor on the next train.
However, factors that can contribute to failure to correctly re-align the switch include:
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• Miscommunication (e.g.,due to poorradio reception)

• Distraction - leading to forgetting

• Changing plans (e.g., there is supposed to be a following train, but then plans
change).

Quantification

None of the databases available for theworkshop provided usefuldata for this analysis.
Therefore, the primaryinputswerefrom theworkshop participants, particularly those
with current relevant experience (the engineers and conductors on the route).

The distribution of the likelihood of a switch being in the wrongposition at the time a
train approaches has a mean value of1.3 x 10"4 per train. The histogram and the
associated best-fit triangular distribution areshown inFigure 8. Thetriangular
distribution has aminimum of2.8 x 10*5, amaximum of2.8 x 10"4, and amost likely
value of 5.7 x 10'5.
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Figure 8. Histogram and Best-Fit Distribution for Mis-Positioned Switches

Train runs over wrongly positioned switch

QualitativeDiscussion

Workshop participants indicated that the major factor determining whether a train would run
over a wrongly positioned switch was the ability ofthe crew tosee the target in time tostop. At
track speed, the ability tostop in time was felt to depend on factors such astrain speed, terrain
grade, trainload, and visibility. If traveling at slow speed (less than 10mph), the likelihood of
failing to stop was considered very low.

Quantification

Ofthe 10 manually positioned switches along the length of the route, crews stated that (because
ofthe visibility of thespecific switch targets) theywould not be able to observe the state of7
switches when traveling southbound and 6switches when northbound in sufficient time tostop
before running overthe switches when traveling at track speed. Of the3 southbound and 4
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northbound switcheswhere at least the potential existed for stopping, the distribution of the
probability ofbeing able to stop in timewhen traveling at trackspeedhad a mean value of 0.22.
It was represented by a triangular distribution whose minimum is 0.15, maximum is 0.3, and with
a most likely value of 0.2. Nosimulation runs were performed; thisdistribution is a direct input
to ASCAP.

If traveling at slow speed (less than 10mph), the likelihood of failing to stopwasconsidered very
low (1 in 10,000).

Work Zones

Qualitative Discussion

Thescope ofthe analysis covered work performed under Rule 707- preplanned workauthority
that appears in the train bulletin. Theerror of concern wasentering thework zone duringthe
restricted times (as specified in the trainbulletin) withoutauthority, or being in the area at the
start of the specified time.

Participants mentioned a number of factors that could contribute to entering a work zone without
authority. These included:

• Communication enors (e.g., due to poor radio quality)
• Crew thinks it will clear the affected DTC Block before the work-zone is activated

• Misinterpreting location of the work zone (for less experiencedcrews)
• Intersecting lines. If a work zone is on one line sometimes trains that are passing through

on an intersecting line may not be aware ofthe work zone.
• Missed red (stop) board (The same issues and factors as in the case ofmissing a block

authorityboundarysign.)
Workshop participants had little direct knowledgeofcases ofwork zone entry without authority
in the Augusta to Spartanburgterritory.

It was brought up that the employees who work on the Augusta to Spartanburg territory tend to
have many years ofexperience. As a result, the error rate may be low for train crews and roadway
workers, but that in other territories with less experienced personnel (or in the future in this
territory) there may be higher error rates.

It was mentioned that there might be under-reporting ofinstances ofgoing through work zones as
well.

Quantification

Data necessary for this event were not available.Workshop attendees suggested using the same
fraction as for exceeding DTC block authority

CBTM Applications

Three conditions were analyzed for the use of the CBTM system:

1. The crew fails to gain control of the locomotive/train following indication ofa
warningbefore the penalty brake is applied

2. Train crew over-relies on CBTM (a complacency effect)
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3. The train crew enters incorrect consist information into the CBTM system

These three events were selected for quantification based on requirements definedby the PRA,as
well as results of the qualitative analysis that was conducted prior to andduring the
quantification workshop that suggested that these eventswere situations ofpotential concern.

Theworkshop attendees agreed that there was insufficient experience with the CBTM system to
confidently project its potential impacton human performance. The local CSXT locomotive
engineers and conductors indicated thatwhile theyhad themostexperience withCBTM, they
haveonlyhad the opportunity to operateCBTM equipped trains a coupleoftimes each. Further,
thefield-tested version of the CBTM prototype was expected to improve substantially prior to
actual implementation. Consequently, experience with the CBTM prototype wasnot expected to
be representative ofperformance ofthe final production system.

Given thatopinion represented the consensus positionat the workshop, participants
recommended performing sensitivity studies to explorehow different assumptions aboutthe
impactofCBTM on human performance would affect the results ofthe CBTM case.

The results for each of thethree individual CBTM issues discussed at theworkshop are
summarized below, hi some cases numeric probability estimates were elicited from the workshop
participants. These estimates arepresented alongwith the assumptions that served as a basisfor
the probability estimates. These probability estimates arerecommended as starting points for
sensitivity analyses.

Thecrewfails to respond to a warningbefore the penalty brake is applied

Qualitative Discussion

In this case, apenalty brake occurs that may have been avoidable. There are several reasons why
the crew may fail toprevent a penalty brake. Inthe current trials, the locomotive engineers
reported that the time torespond seemed short (CSXT planned to re-examine the response time
between the warning and penalty brake application at the end ofthe trials). Second, the CBTM
system did not recognize when dynamic braking was applied; it only recognized application of
the air brakes. Therefore, the locomotive engineer may use one braking system without CBTM
"awareness."

For quantification purposes, the workshop participants decided toassume that the production
system would include design changes to avoid some ofthe limitations ofthe current prototype
CBTM. Specifically, theworkshop participants recognized that the CSXT would consider
revising the braking algorithm following the test period.

Quantification

Given the limited testing experience with CBTM, and uncertainty in the final design, the
consensus ofthe participants was that the range ofprobabilities for failing torespond in time to a
CBTM warning to prevent apenalty brake inthe final design was in the range of0.1 to 0.01. This
was represented by a lognormal distribution with its 5th percentile value of0.01, and its 95th
percentile value of0.1 and is truncated at 1.0. The mean value ofthis distribution is 0.04. Again,
no simulation runs were required: this distribution isa direct input to ASCAP.
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Given the uncertainty expressed by workshop participants, the facilitators recommended
performing sensitivity analyses usingthe ASCAP simulation to explore whatthe impact would
be if theprobability of failing to respond in timeto a CBTM warning to prevent a penalty brake
was higher than 10%.

The train crew over-relies on CBTM (a complacency effect)

Qualitative Discussion

This case relates to the potentially negative effects ofover-relianceon CBTM (i.e.,
complacency). Might the train crew grow to rely on CBTM to catch problems such as over-
speeding or entering a block or work zone without authority? Would the train crew become less
vigilant in preventing suchoccurrences from arising?Such complacency can happen as an
unintended consequence ofusing new technologies. The safety consequencesofsuch over-
relianceemergewhen the CBTM system fails. Ifthe train crew comes to rely on CBTM, and the
system fails, then the eventfor which CBTM wouldordinarily providebackupprotection (i.e.,
over-speeding, exceeding an authority, unauthorized entryinto a work zone, or over-running a
protected switch) would be more likely to occur.

At the workshop, participantsagreed that the experiencedcrews on the Augusta-Spartanburg run
would operate under the philosophy that CBTM should never actuate and that their experience
will enable them to avoid nearly all warnings. They may operate near the limits of the system's
operating envelope, but act early enough to avoid CBTM warnings. Under this assumption,
complacencywill not be an issue since there is no reliance on and no regular occurrenceof
CBTM warnings. Therefore, for current operation ofthe Augusta-Spartanburgrun, there is no
change in operator error probabilities, given CBTM is in use but having failed.

Note that, for different crews, territories, railroads, and operating philosophies, this condition
maychange. Theworkshop participantsstressed that crewson the Augusta-Spartanburg territory
were particularly well experienced, and that less experienced crews mightnot be expected to
perform in thesame way. Experience in otherindustries suggests that as systems likeCBTM
become"the norm", the people using the system will adapt their modes ofworkingaround that
system. Unless management and thecrews maintain a strong focus onthesystem being used only
as anoverlay system, it is possible that crews willbecome more likely to relyon it. If so,crew
failures to act maybe more likelywith CBTM than without it.

Quantification

Forcurrent operations in theAugusta-Spartanburg territory, there is no change in operator error
probabilities from the base case analyzed (operations without CBTM). The probabilities ofcrew
failures (e.g., exceeding block authority, crossing an improperly positioned switch, entering work
zones without authority or overspeeding) wouldbe the same withCBTM, as in thebasecase.

However, for reasons discussed in thelast section, other railroads, crews, and changing operating
philosophy, crew failures to act may be more likely with CBTM than without it. Therefore, the
ASCAP (or any future similar) analysis should perform sensitivity studies to explore the potential
impact ofdifferent assumed levels ofcomplacency on mishap rates. The effect ofcomplacency
on human performance can bemodeled byincreasing the human error rates inthe CBTM case
relative to thebase case human error rates. The potential effect of different levels of complacency
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could be explored by multiplying thebase casehuman errorrates by factors of 2,5, and 10 to
obtain the human error rates in the CBTM case. Changes in mishap rates output by the ASCAP
model as a function ofdifferent assumed levels ofcomplacencywould provide CSXT and the
FRA with information as how important it is to ensurethat complacency does not occur.

The crew enters incorrect consist information into the CBTM system

Qualitative Discussion

Discussions of this case centered around two situations:

• Intentionally enteringincorrect consist information (e.g., to manipulate the CBTM
braking profile)

• Unintentional errors (e.g., a data entry error by the crew, a failure to remember to update
information in CBTM when a change is made to the consist, or an error in the consist
description provided in the paper work given to the train crew)

Quantification

Workshop participants felt that while there was a potential for incorrectconsist entryinto CBTM,
there was insufficient experience to estimate the probabiUty of incorrect entry. For this reason, no
quantification of the likelihoodof incorrect consistentrywas provided. Participants felt that
intentionally entering wrong consist information was unlikely because management is likely to
impose disciplinaryaction for deliberate manipulation ofthe consist information.
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4. LESSONS LEARNED

A number ofchallenges were confronted in performing the human reliability analysis for the
CBTM case. These challenges included how to define the appropriate level of decomposition in
modeling human performance, howto illicit and integrate the perspective of the multiple
stakeholders in the human reliabilityanalysis and quantification process, how to use the results of
the qualitative analysis to inform the humanreliability quantification process and how to estimate
the impact of a new technologyon human reliabilityin a case where the technology was still
under development and the user experience base was limited.

Thesechallengesare not unique to the CBTM case. Similarchallenges are likelyto be faced by
any human factors quantification project. In this section, we summarize the lessons that were
learned from the CBTM case that have broad applicability.

This section provides genericrecommendations forhow to conducta human reliability analysis
based on the lessons learned from the CBTM case. The specific challenges that arose in the
CBTM case and how they were addressed illustrate the generic recommendations.

4.1 Establish Appropriate Level of Decomposition for Modeling
Human Reliability

One ofthe first tasks in performing a human reliability analysis is to determine the appropriate
levelofdecomposition for modeling humanbehavior. In developing a model ofrailroad
operations,human failureeventscan be definedat a high level such as 'train fails to stop at the
limit ofauthority due to train crew error' or at a moredetailed level,with multiple sub-elements
each corresponding to a more specific type ofhuman error. For example the human failure event
'train fails to stop at the limit ofauthoritydue to train crew error' might be further decomposed
to include more specific 'human failure events' such as:

• 'Train crew fails to recognizecues to stop at the limit ofauthority',

• 'Train crew fails to stop because they incorrectlybelieve they have authority to proceed
due to communication error', and

• 'Train crew fails to stop at the limit ofauthority due to misjudgment ofrequired braking
distance (given locomotive engine characteristics, consist, and environmental
conditions)'.

TypicallyPRA models can accommodatehuman reliabilityestimates at multiple levels of
decomposition. The appropriate level ofdecomposition at which to model human performance
will depend on several factors.

One factor is the availabilityofcredible data sources to support modeling at the different levels
ofdecomposition. It is important to establish a level ofdecomposition in the human reliability
model that is consistent with the available data as well as the ability ofdomain experts to provide
estimates ofhuman reliability. Domain practitioners are most comfortable providing estimates at
a grain ofanalysis for which data exist that they can use as a point ofcomparison. The
quantification workshop provides a vehicle to integrate 'hard data' and 'expert judgment'. This
comparison is most easily accomplished when the data and expert judgments are conducted at the
same level ofdecomposition.
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A second factor is whether human performance can be modeled accurately at a particular level
without making overly simplistic or artificial assumptions. In establishing the level of
decomposition at which to model human performance, it is important to consider the possibility
ofdependencies between the human activities modeled. For example, in the railroad industry
'readback' is typically used as a way to catch and correct communication enors. However, some
factors that impact the probability ofmaking a communication error (e.g., a noisy radio channel
that causes the train crew to mishear the block limit ofauthority that the dispatcher gave) can
also affect the probability that the error will NOT be caught during the readback (e.g., the fact
that the radio channel is noisy will increase the probability that the dispatcher will mishear the
readback and think that the train crew repeated back the block authority that the dispatcher gave).
If the dependency is ignored or forgotten in the HRA model, it is possible to underestimate the
overallprobability of failure by treatingthe activities as if they are independentduring
quantification.

A third consideration in defining the appropriate level ofdecomposition, is whether the
distinctions madeat the more detailedlevel ofanalysis are important for the question(s) being
addressedby the HRA analysis. In evaluating the introduction ofa new technology, the question
is what levelofdecomposition is required to evaluate the impact ofthe technologyon human
performance. For example, CBTM is designed to prevent train crews from exceeding their block
ofauthority, independent of the reason for their action. CBTM is insensitive to whether the crew
is about to exceedtheir block ofauthority because ofdistraction, a communication error, or a
misjudgment ofrequiredbraking distance. As a consequence, there is no particular need to model
humanperformance at a detailed level ofdecomposition to assess its impact on safety. In
contrast, there maybe other technologies that selectivelyimpactparticularelementsofhuman
performance, suchas communication. In those cases, it may be necessaryto model the details of
human communication in railroad operations in order to establish the benefits ofthe new
technology. Anexample is improved communication technologies (e.g., improvedanalogradios
or digital communication devices), wherethe benefits ofthe technology can best be established
by explicitly modeling the communication that occurs betweendispatchers, train crews, and
roadway workers.

CBTMExample

In the CBTM example, human erroreventswere defined at a high-levelofgranularity. The
primaryreason humanreliability was not modeled at a more detailed level ofdecomposition
(e.g., recognition errors, communication errors, braking errors) is that the available data did not
support human error estimation at thatdetailed a level ofdecomposition. Therewas no readily
available quantitative data from the railroad industry from which to estimate error values at a
detailed level of decomposition. There was some data ofpotential relevance from related
industries (e.g., data on communication errors between pilots and air traffic controllers in
aviation). However, when railroad experts at the preliminary quantification workshop were
presented with this data (e.g., Cardosi, 1993; Cardosi, Brett,& Han, 1996), the railroad experts
indicated that the parallels between railroad dispatching and air trafficcontrol operations were
not sufficiently similarto allow confidentextrapolation from the aviation domain to the railroad
domain. Similarly, railroad experts at thequantification workshop were unable to provide human
reliability estimates at a more detailed levelofdecomposition (e.g., probabilityofa
communication error).
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The experts gathered at the quantification workshop were able to draw upon their own
experiences to estimatehigh level failure events by recalling how often it happened to themor to
others that they heard about (e.g., how often they themselves exceeded a limit ofauthority in X
years, or heardabout otherswho did so over the past X years). Participants were readilyable to
recall severe or unusual situations thatoccurred to them or that theyheard about (e.g., accidents,
near-misses).

Theexperts at thequantification workshop were uncomfortable providing human performance
failures at a detailed level of decomposition (e.g., recognition failures; communication failures).
The existence and impact ofthese more elemental humanperformance failures were discussed as
part ofthe process ofgenerating probability estimates for the higher levelhumanfailure events
(e.g.,communication failures can leada train crew to believetheyhave authority to proceedinto
thenext block when in fact the blockauthority was not issued by the dispatcher) but the
workshop participants did not quantify human error at this more fine grained level ofanalysis.

The domain practitioners were comfortable providing estimates at a grain ofanalysis for which
some data existed that they could use as a point ofcomparison. As discussed in Section 3.4 the
objective of the quantification workshopwas to provide a vehicle to integrateoperationaldata
and the experienceofoperational experts. This is most easily accomplished when the data and
expert judgments are conducted at the same level ofdecomposition. The workshop participants
were very comfortablewith that approach.

A second consideration in determining the level ofdecomposition for human error modeling in
the CBTM case was the extent to which human performance could be accurately modeled at a
particular level, withoutmakingoverlysimplistic or artificial assumptions.

Onecase in pointwas communication between train crewsand dispatchers. In the simplestcase
the train crew initiates a call to the dispatcher when they come to the end ofa block authority to
release the block they have just completed and request block authority for the next block. A
simple model canbe created to capture thispatternoftrain crew - dispatcher communication.
However, interviews and observations oftrain crews and dispatchers indicated that, while many
communications between train crews and dispatchers conformed to this simple case, there were
othercommunication patternsthat occurred as well. For example, a dispatcher will frequently
provide authority for several blocks atonce (See Figure 4). There were also documented cases
where thedispatcher asked thetrain crew to release blocks ingroups rather than call in to release
each blockas it waspassed. Finally, dispatchers and train crews indicated that the dispatcher
would initiate a call to the traincrew to either request release of severalblocks or provideblock
authority for thenext severalblocks.

These varied patterns of communication indicated that it would be more difficult to accurately
model train-crew dispatcher communication than thesimple case suggested, and was a factor in
thedecision to model human reliability at a high level of decomposition that did not require
modeling the details ofcommunication.

4.2 Insure Broad Participation by Stakeholders

It is important to insure broad stakeholder participation in the selection ofparticipants inboth the
qualitative analysis and the quantification workshop so that the different stakeholder
communities will perceive the process and results as credible. The process of generating the
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human reliability values relies heavily on input from domain experts. This is true for both the
early qualitative analysis phase, where observations and interviewsofdomain practitioners are
conducted, as well as the later quantification workshop phase, where experts get together to
generate reliability estimates based on a consensus process

If the individuals selected for participation do not represent a broad range ofperspectives (e.g.,
management, labor, vendors, regulators) then there is a danger that the results will be
unrepresentative. Therefore, it is important to insure broad stakeholder participation in the
selection ofparticipants in both the qualitative analysis and the quantification workshop to insure
that the different stakeholder communities will perceive the process and results as credible.

It is particularly important to have broad stakeholder participation in the quantification
workshop. The quantification workshop represents the point at which the available quantitative
and qualitative evidence is presented and evaluated. It is important to insure that all the various
stakeholders have an opportunity to participate in the process. Broad stakeholder participation is
a critical element in the credibility and acceptance ofthe humanreliabilityquantification process
and final product.

CBTMExample

In the CBTM demonstration case, the RSAC workinggroup provided access to a broad rangeof
stakeholders. Broad participation in the qualitative analysis wasachieved by solicitinghelp of
local CSXT managementand local labor representatives in identifying the individuals to observe
and interview. Interviews were held with the individuals directly involved in the work
(locomotive engineers, conductors, dispatchers) aswell as individuals in the management chain,
and trainers. Theseindividuals haddirect experience with theCSXT territory in question and
with the CBTM prototype. RSAC members provided broader perspective on potential issues of
concern to consider as partof thequalitative analysis. RSAC meetings provided thevehicle for
obtaining their input.

A concerted effort was made to solicit broad stakeholder representation in thequantification
workshop for theCBTM demonstration case. Labor, railroad management and regulatory
members of theRSAC committee were invited toparticipate in the workshop and/or send
representatives. Labor members of the RSAC were requested tohelp identify and solicit local
and national representatives toparticipate in the workshop. In total 30 people participated inthe
workshop including four railroad representatives, thirteen local and national labor representatives
(including locomotive engineers, conductors, dispatchers, and roadway workers), and six FRA
representatives.

In addition, the RSAC committee provided a review ofthe results ofthe analysis, including the
workshop and its inputs. While brief, this review did discuss the scope ofmany ofthe analyses,
the data used, and the conclusions from the results. This provided an opportunity for RSAC
members and other stakeholders to evaluate anddiscuss theprocess andthe results.

4.3 Select Data Sources and Their Uses

The selection ofdata sources and their uses as a basis for quantifying failure probabilities isa
critical issue in performing human reliability analyses in cases where operational experience is
available and relevant to the scope ofthe study. However, as discussed elsewhere in this report
(particularly Section 2.3.4), an exact match between the scope ofthe analysis and the contents of
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the databases is rare. Therefore, the analysis must compare the databases against the scopeof the
study to identify the most relevant databases and what kinds of adjustments may be necessary.
This section discusses how to approach the matching process and the process for making
adjustments.

As described in the example analysis, crew exceedance of their authority (Section 3.4), more than
one database may be relevant to a particular analysis. It is not necessary to limit the analysis to
using only one of the available databases, nor is it appropriate to "force-fit" data from multiple
databases into a single sourcebefore examining the results ofusing the databasesseparately.

In considering the relevance ofa particular database, it is important to consider how the scope of
the database and the scope ofthe analysis compare. This comparison needs to consider the formal
and the informalrules by whichdata are included in the database. For example, the incident
databasecompiledby FRA is based on reports submittedby railroads and includesa range of
potential cause codes, including those associated with human errors, as discussed in Section
3.4.2.However,there is no certaintythat the cause identifiedis uniquelyand unambiguously
correct. Most accidentsare the result ofmultiple causes and therefore"the cause" (whenusing
databases for which only one cause can be identified) will always be incomplete, and maybe
biased by a desire to underemphasize causes that are "politically sensitive". Often, even where
databases have fields for narrative text, there is often very limited information provided in them,
though the analyst should always check for any useful information there.

It is important that the analystget background information from as many sources as they can
about any known limitations or biases in the databases being considered for use so that
adjustments can be considered in the elicitation process.For example, if the analysiswere to be
performed on human caused speeding events, then a naive analysis would just consider how
many events were identified as being caused by human errors in the cause codes of the FRA
incident database. A better approach would be to ask experienced data analysts who use the same
database what other kinds ofcause codes could be used to describe overspeeding events that
might be human-caused. In the elicitation process, the knowledgeable participants can be asked
to assess what range ofevents under these other cause codes could be human-caused.

Section 2.3.4 discusses the general approach to filtering and scaling the databases. Filtering is the
process for removing events from the database where they are not relevant to the scope ofthe
study. Scaling is the process for making adjustments for events that may be missing from the
database but are within the scope ofthe study. Filtering involves judgments about what is within
the scope ofthe analysis. The scope may need to be clarified within the scope ofthe overall risk
analysis. A common example is the degree to which rule violations are represented by events in
the database. Would a minimal rule violation be considered an "event" in the PRA? There is no

uniquely correct answer. The people conducting HRA and PRA tasks must resolve this through
discussion. Other factors ofconcern in the filtering process include identifying events that cannot
occur in the system under study. For example, events occurring in signal territory may need to be
excluded from DTC operations.

In the case ofscaling, it is necessary to identify potential gaps in the databases being used. In
some cases, a database may have criteria for events to be included, such as the damage or
casualty criteria for the FRA database. Incidents involving no injuries or losses less than $6,500
are not reportable to FRA, though they may be relevant to the events being modeled. Potential
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disciplinary events that are not detectable other than by self-reportingby the dispatcher or crew
involved are likely to be significantlyunder-reported. Anyexpert elicitationworkshop must
include attendees who can identify the possible gaps in databases and estimate ranges ofscaling
adjustments to the data.

In making the necessary adjustments for the filtering and the scaling, it is strongly recommended
that ranges be estimated for the adjustments, rather than trying to identifypoint (single) values.
As discussed in Section 2.3.5, the elicitationprocessshould aim at identifying the consensus of
the group in terms ofthe possiblerangeof parameters. There is almostnevera single"correct"
parametric adjustment, and attempting to reach such a single value is more often
counterproductive because ofdifferences between experts that may lead to disagreements and
disputes ofeach other's "validity" in trying to reach consensus on a single value, whereas
agreement on a range can often be accomplished more readily.

CBTM Example

In the analysis ofthe crew exceedances, described in Section 3.5.1, the analysis proceeded using
all the available databases and the results were based on a comparison of the analyses using each
database. In that case, using the broader ofthe two final distributions encompassed the second
(narrower) distribution, and was considered more realistic in its portrayal ofthe uncertainties.

In considering some ofthe data represented in the crewdisciplinarydatabaseassociatedwith
exceedances, it was reported by the workshop participants that some events could be as small as
a matter of inches when the database records engineer de-certifications duringefficiency testing.
In addition, otherdata suggested that a significant fraction (about 40%)of exceedances during
normal operations (i.e., not during testing) are less than 100feet. In this analysis, all exceedance
events in the databasewere includedin the analysissincethe criterion for significant
exceedances wasbeingdeveloped as a laterpart of theanalysis ofpotential consequences in the
ASCAP PRA study.

In terms ofmaking scalingadjustments, theworkshop participants relied on the knowledge of the
experiencedtraincrews to estimate how often they thought such exceedances really took place,
compared with the predicted rate using the data from the database. It was noticeable that the
estimates for the territory-related data, the eventswithwhich the crews were familiar, represented
the broader rangeand was used in the final analysis. Theuse ofexperienced crews as a source of
data is generally the preferred source.

4.4 Use Qualitative Information to Guide Quantitative Analysis
Qualitative analyses contribute substantiallyto the qualityof the outputsofthe quantification
workshop. Thequalitative analysis preceding the quantification workshop provides the
background neededto structure and lead the workshop. It allowsworkshopfacilitators to raise
possible causes andcontributors to error for discussion byworkshop attendees that might
otherwisebe missed, thus insuring morethorough discussion of issues by workshop participants
prior to quantification.

The qualitative discussions thatoccurpriorto quantification help to ground the workshop
participants, providing them with a commonunderstanding of the causes and contributors to
errors, and a concrete basis for estimating frequency of occurrence. A qualitative discussion of
the causesand contributors to a type of error provides participants with a concrete understanding
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of the variety ofways that an error can arise. For example, in the case ofexceeding speed limits,
factors such as temporary speed restrictions and missing orobscured signs create conditions that
make it more difficult for train crews to recognize the need to reduce speed. In those cases, the
kinds ofcues that are normally present to remind the crews that they need to reduce speed (e.g.,
familiar landmarks, clear sign posts, well-practiced routine) are notavailable. Asa result, errors
are more likely to occur. Decomposing error events into the different ways they can occur can
provide additional leverage in trying to estimate error frequencies. In the case ofexceeding speed
limits for example, the participants can estimate what proportion oftime a sign is likely tobe
missing orobscured, and then estimate the likelihood offailing to reduce speed given that the
sign is missing.

CBTMExample

In the CBTM demonstration case, a background package was prepared foreach of the human
errorevents to be quantified. This background material included a listofpossible causes and
contributors for the error events to be quantified.The list was derived from the interviews and
observationsconductedprior to the workshop.

The background package served two purposes:

1. Itprovided theworkshop facilitators the necessary background to moderate workshop
discussions andrapidly assimilate thepoints being made by the expert participants at the
workshop.

2. It provided a 'checklist' of issues that the workshopfacilitators used to guide discussions
and insure that all potentially important causes or contributors to error were considered
and discussed.

Since the point ofthe quantification workshop was to elicit the causes ofhuman failure events
and associated probabilities from participants, the list ofindividual unsafe actions and
contributors that can lead to the error events was never explicitly presented. The workshop
facilitators used it as a framework to guide the qualitative discussions that preceded
quantification oferror events. In almost all cases, the workshop participantsbroughtup all the
items included in the background packagewithout being prompted. However, if a particular issue
did not come up during the qualitative discussion, then the facilitator raised the topic. The
facilitator mentioned that an item had been brought up in earlier interviews and asked the
workshop participants whether theyperceived it as important. Thishelped reduce the chance that
a significant contributor to errorwouldbe overlooked.

Qualitative discussions occurred prior to quantification ofeach human error event. This served to
provide all participants with a common understanding ofthe events and factors being analyzed.
The scope of the human error event under consideration, and the different causes and
contributors to that error were discussed. Discussing the differentways that errors could occur
provided additional leverage intrying toestimate error frequencies.

4.5 Project Impact of New Technology Given Limited Experience
One of the challenges in doing a human reliability analysis insupport of a performance-based
evaluation of a new technology, is the need toproject what human reliability values are likely to
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be once the new technologyis introduced. This is challenging because much of the information
required to make informed estimates is often unavailable.

A risk-based evaluation is likely to be performed early in the technology development process.
Typically, the risk assessment is conducted at a point in the system development where only early
prototypes areavailable and few if any field tests have been conducted. As a result, there is likely
to be little ifanyquantitative data from which to estimate the potential impactofthe new
technology onhuman performance. It is also difficult to utilize expert judgment techniques to
estimate human error because target users are likely to have limited experience in using the
system and therefore limited ability topredict howthe system will impact human performance
and human error.

Moreover,the earlyprototypes may not accuratelyreflect the ultimate systemthat is
implemented. Forexample, often anearly prototype will exhibit human factors problems that
could negatively impact human performance andhuman reliability if they arenotcorrected prior
to final implementation. However there is high likelihood, that thesehuman factors problems
willbe corrected priorto final implementation. Conversely, a prototype mayexhibitpositive
features that contribute to high human reliability that may ultimately not be manifest in the final
production system (e.g., because those features mayprove to be too expensive to implement).
This creates a dilemma, should the human error estimates be generated based on the existing
prototype, on thevendor's vision of whatthe ultimate systemto be implemented will be like, or
oh a worst-case scenario?

Finally, even if the prototype accurately reflects the properties ofthe final system to be
implemented, thereare likely to be manyoperational details with respect to how the systemwill
be used that have not been finalized. Examples include: (1) what training will be provided to
railroad personnel? (2) What policies andprocedures will be put in place,and (3) whether the
new technologywill be implemented throughout the railroad (e.g., on every locomotive that
travels through a territory) or in a more limited way.Theseoperational details are likelyto
profoundlyimpact human reliability.

Several strategies canbe employed to overcome these sources ofuncertainty regarding howthe
final implemented system will impact human performance. Oneapproach is to make specific
assumptions about thesystem that will ultimately be implemented, and generate human
reliability estimates given those specific assumptions, hi that case it is important that the
assumptions made are documented, and that the system that is eventually implemented is shown
tomeet those assumptions. Another approach is to perform sensitivity studies to explore the
safety consequences ofalternative assumptions about thenew technology and itsimpact on
human performance.

Whatever approach isused to project the potential impact of a new technology onhuman
performance, person-in-the-loop12 tests should be performed prior to final implementation ofthe
production system to establish that the system-as-built accords with the assumptions that were

"Person-in-the-loop" refers tothe concept in the modeling, design, and testing of systems, where the nature of
human performance, including the associated limits ofinformation processing (memory, speed, accuracy, etc.) and
error potential are fully taken into account, especially by testing with "real people" under realistic test conditions,
such as in a high fidelity simulatoror in the actual work environment.
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made in the safety case analyses. Typically field tests of train control systems are designed to
evaluate that the hardware and software systems meet predefined performance criteria. Person-in-
the-loop test are tests that evaluate not only the hardware and software, but also the abilityof the
people in the system (e.g., the train crew) to perform the tasks expected of them by the system
design (e.g., to detect warnings in time to take appropriate action, to perform control actions
conectly within the available time window). Inevitably, any simulation-based analysis depends
on assumptions made about how the new technology will perform. One way to use a simulation
tool such as ASCAP is to ask the following question: Ifa technologyfunctions in the way that
its developers expect it to (such as its reliability, accuracy, braking strategies, numberof false
alarms, and impact on human performance), will it reduce risk?

In submittinga final safetycase, evidence needs to be provided to show that the proposed
technology does in fact meet the criteria that were assumed in the simulation-based analyses.
While the question ofwhethera systemthat operates in a postulated way will improvesafety can
be addressed through a simulation model, the question ofwhether the system that is ultimately
implemented actually operates the way it was postulated to operate in the simulation model can
best be established via empirical 'person-in-the-loop' validation tests that evaluatethe abilityof
the entire system (hardware, software and human components) to meet the performance criteria
that were assumed in the safety case.

CBTMExample

All thesources of uncertainty discussed aboveregarding how the ultimate system would impact
humanperformance arosein the CBTMcase study. The HRA took place when the CBTM
implementation was in an earlyprototype stage, with limited field-testing. The local traincrews
whoparticipated in the human factors quantification workshop had moreexperience with CBTM
than anyone else, but their experience wasstill limited: they onlyoperated a CBTM equipped
train a couple of times each. Further, the CBTM wasstill in the earlydevelopment phase and
wouldbe expected to improve substantially prior to actual implementation. As a result,
experience with the prototype version ofCBTMwas not necessarily representative of
performance ofthe final production system. In addition, operational details related to training,
procedures and policy were still to be worked out.

All these unknowns made it difficult to establish definitive human error estimates. While a
number ofdifferent opinions wereexpressed and evidence offered, there was a general consensus
thatthere was notsufficient experience with the CBTM system to makeconfident projections of
its likely impact.

Two strategies for coping with sources of uncertainty regarding the likely impact of final system
implementation on human performance are: (a) makespecific assumptions about the system that
will ultimately beimplemented, and generate human reliability estimates based onthose specific
assumptions; and (b) perform sensitivity studies to explore the safetyconsequences ofalternative
assumptions about the final system implementation and its impact on humanperformance. Both
these strategies were adopted in the CBTM case study.

The quantification workshop participants noted a number ofhuman factors deficiencies with the
current CBTM prototype, including inaudiblealarms, a high false positive alarm rate, and lack of
consideration ofdynamic braking. Forhuman reliability quantification purposes, theworkshop
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participants explicitly assumed that these nuisance elements of the prototype system would be
eliminated in the production version ofCBTM.

At the same time, an explicit recommendation of the quantification workshop was toperform
sensitivity analyses toexplore the safety consequences ofalternative assumptions regarding the
impact of CBTM on human performance. Thehuman reliability estimates generated at the
workshop forCBTM were recommended asstarting points for the sensitivity analyses.

Ultimately theactual, impact of the final CBTM implementation on human performance should
be assessed inperson-in-the-loop tests to validate the assumptions made inthe safety analysis.
For example, a design assumption ofCBTM isthat train crews will beable tooperate the trains
insuch a way that CBTM automatic braking will rarely be initiated. However, the braking
algorithms in thecurrent CBTM prototype require that locomotive engineers brake earlier than
they normally now do. Asa consequence, CBTM warnings and penalty braking are often
activated. It remains an empirical question whether: (1) The braking algorithms will beimproved
inthe final implementation ofCBTM so that CBTM will no longer require locomotive engineers
tobrake as early as they must now; and/or (2) locomotive engineers will be successfully trained
to change their braking strategies so that they conform to the braking curves assumed by CBTM.

4.6 Expertise Needed for a Human Factors Quantification Team

One of the important elements to the success ofa human factors quantification project is to
assemble an interdisciplinary team to conduct the quantification that jointly possess experience
and expertise in:

• Human Factors

• Human Reliability Analysis

• Probabilistic Risk Assessment

• Group Facilitation Techniques

It is important to include human factors expertise on theteam to support theconduct of the
qualitative analysesthat feed into the humanperformance quantification. Relevanthumanfactors
expertise includes knowledge of:

1. Interview and observation methods;

2. Factors that can contribute to human performance and human error; and

3. How new technologies canbothpositively andnegatively impact human performance
(based on lessons learnedin the railroad and related industries).

Another complementary set of skills required on the team is knowledge andexperience in the
performance ofhuman reliability analyses as partof probabilistic riskassessment programs. It is
important that one or moremembers of the team be fully versed in techniques for generating
human reliability probabilities, thepitfalls to watch out for(e.g., assuming that events are
independent when in fact they are not), and the commonly accepted standards and practices in the
human reliability analysis field. Theresults of the human reliability analyses are often used as the
basis for important regulatory decisions. It is important that the human reliability analysis
methodology employed meets thestandards in the field and canwithstand the scrutiny of peer
evaluation.
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It is also important that the team includes one or more members that understand how human
reliability analyses fit into the larger probabilistic risk assessment process. The rationale of
conducting a quantitative human reliability analysis is to support a larger scope quantitative risk
assessment. There needs to be someone on the HRA team that can 'speak the language' of the
PRA community and serve as a bridge between the human factors and human reliability analysts
that concern themselves with human performance and the PRA specialists that are attempting to
integrate human and equipment reliability estimates to form overall risk estimates.

Finally, it is important to include on the team one or more people that are skilled at group
facilitation and methods for eliciting subjective probabilities from human experts. As reviewed in
Section 2.3.5, there is an extensive body ofknowledge for eliciting subjective probabilities from
human experts. This body ofknowledge is based on a combination ofscientific research on
human judgment and biases as well as pragmatic experience in developing and applying methods
for risk assessment in the decision sciences literature. It is important that one or more members
of the human factors quantification team be familiar with the kinds ofbiases that can arise when
eliciting probabilities from human experts and the methods available for minimizing those
biases.

While the skill set called out includes human factors, human reliability assessment, probabilistic
risk assessment, and group facilitation skills, it does not mean that the human factors
quantification team requires four different people, each with a distinct set ofexpertise. It may be
that a given team member will have expertise in more than one area. What is important is that
this set ofknowledge and skills are well represented in the team.

CBTMExample:

In the CBTM case, the human factors quantification team possessed extensive experience and
expertise in human factors, human reliability, probabilistic risk assessment, and group
facilitation.

The field observations and interviews were led by a human factors specialist with expertise in the
conduct of field observation studies and focus groups. The team conducting the field
observations and interviews also includeda secondhuman factors expert with expertise in the
impact of technology on human performance as well as a humanreliability analysis expert.

A human reliabilityanalysis expert with extensiveknowledge and experience in reviewing
human performance and incident report databases led the humanperformance database review.
An expert in PRA supported the HRA expert.

The human reliability analysis expert led the human factors quantification workshop with active
support from the two human factors experts and the PRA expert, who also had extensive
expertise in subjective probability estimation methods andgroup facilitation techniques. Because
ofthe largenumber ofparticipants in the Quantification Workshop, anotherhuman factors
specialist who had extensive experience and skill in-group facilitation processesaugmented the
team.

The human reliability and probabilistic risk assessment experts computed the human reliability
values jointly. Theirexpertise in human reliabilityquantification methods and tools and risk
quantification requirements, enabled themto prepare results in a form that couldbe integrated
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into the probabilistic riskassessment process. Finally, this report was generated as a joint effort
ofall the team members.

4.7 Integrate Results into PRA

Our taskwas to perform an HRA thatwould be compatible with the larger CBTM probabilistic
risk assessment. The issueof compatibility is a keyone. The PRA must be structured in such a
way that it asks questions that canbe answered byHRA; the HRA must provide quantitative
results that are appropriate to the context of the PRA.

Inprevious sections, ourreport has focused on theneeds, capabilities, and approaches to HRA.
This section focuses onthe integration of the results of theHRA into the broader PRA. Appendix
D provides a briefdescription of PRA, howit is used, the various approaches, andtheir
advantages and disadvantages. Here we discuss how theHRA ought to be integrated with the
PRA, describe the challengesthat were faced in the CBTM case, and offer alternatives for how
the HRA results reported here can be integrated with the ASCAP PRA simulation model.

Thephilosophical structure ofPRAis consistent with the approach to uncertainty taken in the
CBTM HRA. This consistent framework ensures that theresults oftheHRA are compatible with
the general quantification structure of a PRA. Theevents quantified in the HRAconducted for
CBTM correspond to 'human failure events.' These human failure events are basic events in the
PRA model (i.e., events analogous to equipment functional failures in the way they fit in the
logic model of thePRA andthewaytheycombine with other events in thequantification ofthe
PRA model).

Asdiscussed in Section 2.2, human failure events arecombinations ofspecific unsafe actions
eachoccurring under specific contextual conditions. At the level of the unsafe actions, the HRA
must develop thequantification consistent withthecontext, and in light of thecognitive
processes affecting human performance (Reason, 1990; 1997). The qualitative analysis that
occurred priorto and during thequantification workshop served to bringout the rangeof unsafe
actions thatcan occur andthecontexts in which theyoccur. The quantification process builton
this analysis togenerate probabilities forthehigher-level human failure events thataggregate
across unsafeactions and contexts. The probabilities for these human failure events serve as the
input to the PRA.

CBTMExample
In the caseof theASCAP model for CBTM, there are some specific interface challenges between
the output ofthe HRA and the ASCAP model. The PRA simulation model was constructed
before the HRA teamwas assembled. The level ofdecomposition ofthe human failure events in
the simulation model is more detailed than the level at which the HRA could be meaningfully
quantified (SeeSection 5.1). Two alternatives for integrating the results of the HRA into the
PRA quantification could be adopted. The simplest, from an overall model standpointand for
clarity for review,would be to slightly restructure the PRA simulation model such that the
human failure events in ASCAP match the events quantified in the HRA.

If the effort required to restructure the PRA simulation model is extensive and costly, there are
work-arounds to permit quantification. One suggested work-around is to use the human failure
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event probability as the input for one of the lower level elements within ASCAP13. Other parts of
the ASCAP decomposition model could be short-circuitedby assigning probabilitiesof0.0 or 1.0
as needed to have the same net result as rebuilding the ASCAP model.

Thesecondwork-around involves morework and is less transparent. The HRA human failure
events could be decomposed to the levelcurrently in ASCAP and pushed through ASCAP
quantification. In this workaround, probabilityvalues would be created for each of the lower
level elements included in the ASCAP model (e.g., probability ofan agentbeingresponsive,
probability ofcoverage, probability ofan agent being compliant) so that when the ASCAP
simulation modelwas run it would generate the results ofthe present HRA for the higher level
human error events (e.g.,probability that train fails to stop at boundaryof authority).

This work-aroundhas a number ofserious drawbacks, and is therefore not recommended. First, it
may take several iterations to reach the point where the calculated ASCAP results match the
original HRA results. Second, there is no guarantee that the probabilities assigned to the lower
level elements have validity. The probabilities for the higher level human failure events that were
produced in the presentHRAhavesomedegreeof validity, in that they have been derived by a
systematic method that combined valuesobtainedfrom operating experiencedatabases and
expert judgmentof individuals withrelevantoperatingexperience. There is no guarantee that the
probabilities assigned to the lower level elements in the ASCAP model would have the same
degree ofvalidity. If the onlyobjective ofthe exerciseis to replicatethe results ofthe HRA,there
is no problem.Howevertherewouldbe no basis for utilizing these probabilities in a different
context or different analysis.

Lastly, a problem withattempts to decompose higher level human failure events into lowerlevel
elements, is that important dependencies amongthe lower levelelements maybe missed (see
Section 5.1).For example factors that might increasethe probabilityofa communication error
(e.g., a noisy radio channel) mayalso decrease theprobability that that errorwillbe caught and
corrected (i.e., theprobability ofcoverage). Thus, it maybe inappropriate to treat these
probabilities as independent.

13 The ASCAP human factors model combines probabilities ofmultiple lower level elements (e.g., probability that
train crew isresponsive, covered, compliant, that dispatcher isresponsive, covered, compliant) toobtain the
probability ofahuman error event (e.g., train fails tostop atboundary of authority). The suggested 'work-around' is
toassign the probability of the higher level human failure event produced bythe present HRA toone of the lower
level elements and then assign '0.0' or '1.0' to the other lower level elements so that when the probabilities are
combined within the ASCAP human factors model the resulting value for the higher level human failure event
matches the probability value generated by the HRA. The intentofthis 'work-around' is to insure thatthe
appropriate probabilities are generated bythe ASCAP model for the higher level human failure events, without
requiring extensive changes to the ASCAP model and software.
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5. RECOMMENDATIONS & CONCLUSIONS

5.1 Findings from CBTM Analysis

5.1.1 General Findings

The approachtaken for thisHRA generated reasonable results despite the fact that there was no
directlyapplicable database. The workshop format permitted experts from manydifferent
organizations and backgrounds to worktogether andreach consensus. Uncertainty was expressed
through probability distributions thatwere accepted bythegroup. The HRA andPRA/ASCAP
teams reached agreement that the HRAresults could be incorporated in theASCAP model (i.e.,
they are appropriate for use in the PRA).

5.1.2 Potential Limitations and Concerns

Although the approach worked well, therewereseveral areas of concern thatneedto be pointed
out. These include biases in data, the level ofmodeling ofhuman error events, and modeling of
future CBTMoperations. Theseconcernsdo not limit the value ofthe HRA; theydo, however,
require thatanalysts be alert to theireffects, and adapt theanalysis asrequired to account for
these potential problems.

Biases in Data

Anyuses ofdata, either from databases ofoperational experience or from the opinionsofexperts,
have the potential to containbiases that lead to incorrect estimates of probabilities. Databases, as
discussed in Section 2.3.4, are subject to various limitations because in almost all cases, the data
have been gathered for reasonsother than supportinga PRA or HRA study. Because ofthese
differences, events ofconcern to the PRA and HRA may be missing, underreported, or over
reported. For example, the events in the FRA incident database must involve certaincriteria
associated with the consequences ofthe incidents. However, our analysis is concerned with the
causes of incidents, many ofwhich will not involve the consequences for the events to be
reported to FRA. Similar opportunities for gaps or misalignmentsexist for the other databases
available for this project, such as the disciplinary databases.

Our approach has been to review these databases for potential limitationsand biases in the
reporting requirements for the databases, review these with the workshop attendees, and making
filtering and scaling adjustments based on the inputs of the participants. However, we recognize
that these adjustments represent opinions and the adjusted values may still contain biases. As
discussed below, we took steps to limit the potential for significantbiases in these opinions, but
there is no guarantee that the results are entirely free from bias.

Experts are subject to limitations in their ability to consider and use all the data in their
experience, as discussed in Section 2.3.5. They may focus on more recent or other limited sets of
experience, and ignore the experience ofevents that occur very rarely and have not been
experienced recently. The use ofdatabases (despite their own limitations outlined earlier) act to
remind people ofexperiencefrom elsewhere that may have not been seen personallyby the
people assisting in the workshop, but which nonetheless could happen. In addition, we used
elicitationprocesses that are intended to limit to the extent possible these kinds ofbiases. We
believe that the results are sufficiently accurate for the purposes to which FRA will use the PRA
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and HRA results, particularly since the values explicitly include uncertainty ranges that the
participating experts felt encompassed the reasonable state ofknowledge.

Level ofModeling ofHuman Error Events

The modeling in the human reliability analysis task was different from that embedded in the
ASCAP model. The ASCAP modeling decomposed human errorevents to a smaller level of
decomposition, explicitlymodeling errors in perception and action, and failures to recover
('coverage') from these errors. The modeling in theHRA task simply estimated the likelihood of
the outcomes ofconcern, such as entering ablock for which the train has noauthority. The
reasons for this level of modeling inthe HRA study are described in Section 4.1. Asa result, the
potential exists for a 'mismatch' between the ASCAP and HRA modeling. Recommendations for
ways to deal with the potential mismatch are provided in Section 4.7.

Modeling ofFuture CBTM Operations

Part ofthis work included estimating the likelihood ofvarious errors while operating the CBTM
system. Our ability topredict the likelihood oferrors with confidence was limited by a variety of
factors. Thesefactors include the following items:

1. CBTMsystemwas still undergoing field trials,

2. Its design was not finalized,

3. Only a limited number ofengineers, conductors, and dispatchers had experience with the
system.

To overcome these limitations, weheld lengthy interviews with engineers and conductors who
had experienced the trials ofthe CBTM system. They identified potential areas ofdesign and
operation thatmight result in errors or otheroperational problems. Theseinterviews were based
onourknowledge of thehuman-performance concerns that can occur when a new technology is
introduced into an existing operating environment, as discussed in Section 3.3. These interviews
aided the discussions among the workshop participants inconsidering therange ofpotential
errors and suggesting bounds on their effects. These interviews and workshop didnotguarantee
that theresults areprecise (as discussed in Section 4.5), butwebelieve that thepotential issues
for future operational concern were identified and discussed aseffectively as possible.

5.2 Recommendations for Future HRA Studies

The analytical situation thatarose inthepresent study, having relevant databut witha variety of
limitations (i.e., data sources that may lead to both underestimates and overestimates of
frequency) are far from unique. Limitations in the dataoccuroften in the railroadindustry and
other industries,and must be addressed explicitly.

The approach we took for combining 'hard data' with expertjudgment is a good approach that
could be usedin other applications. It uses 'hard data' to ground the expertsjudgments, while
using expertjudgment to compensate for the known limitationsof the existing data.

Guidelines forhuman factors andhuman reliability analyses were developed as part of this
project). Theguidelines are intended fororganizations developing an HRA plan as well as
regulatory agencies such as the FRAchargedwith evaluatingan HRA analysis submitted as part
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of a product safety plan. The primary recommendations are summarized here and described in
more detail in Appendix E.

1. Use an HRA team that includes members experienced in performing human
factors studies, human reliability analyses, probabilistic risk assessments, and
group facilitation.

2. Model human errors at compatible levels in the PRA and HRA tasks, preferably at
the level ofavailable data and experience.

3. Verify that the datasources (databases, expert judgment or a combination) are
suitable for the tasks and associated errors being analyzed. Identify gaps or
mismatches and utilize expert judgment to leverage the available data while
compensating for the known limitationsof the data.

4. Conduct qualitative taskanalyses with peopleexperiencedin using the existing
systems. Activities should includeinterviewswith workers using the existing
systems or the target users ofthe system(in the case of technologies under
development), their trainers and supervisors, so that all levels ofexperience are
included.

5. Expert elicitationmethods should take into account known biases and other
limitationsofexpertjudgment. Experts should express their opinions in terms of
ranges rather than single point values.

6. Solicit input from as broad a rangeofstakeholdersas possible so that the analysis
takes into accounta wide range ofperspectives. Accept quantitative inputs only
during the elicitation process, from peoplewith relevant operatingexperience.

7. Ask the broadest rangeofstakeholders possible to review to the resultsofthe
analyses to foster support for the results.

5.3 Conclusions

The approach taken in this studyprovidesone viable approach for others to perform HRA studies
in support of the FRA's proposed rule: Standard for Development and Use ofProcessor-Based
Signal and Train Control Systems. The lessons learned from this analysis of the CBTM system
have been documented and can provide the FRA or others interested in performing or using
human reliability analyseswith guidance on avoiding potential pitfalls in future studies.

67





APPENDIX A. SUMMARY OF LOCOMOTIVE ENGINEER AND
CONDUCTOR INTERVIEWS

Introduction

This appendix summarizes the results ofinterviews and observations ofCSXT locomotive
engineers and conductors conducted inSpartanburg, South Carolina, on April 18 and 19,2000.
The interviews and observations were conducted as partof a Human Factors study in support of
human reliability modeling asinput to ASCAP. The objective was to get adeeper understanding
ofthe complexities that affect locomotive engineer performance, potential for error, and how
CBTM is likely to affect locomotive engineer performance and impact safety.

Activities included:

• Observations duringa 4 hourhead-end ride on April 19thatwere conducted aspartof
the CBTM test;

• Two-hourinterviewwith a locomotive engineerthat had served as a CBTM trainer,
introducing locomotive engineers to the CBTM system.

• Two two-hour focus groups of locomotive engineers and conductors. Eight
individuals (6 locomotive engineers and two conductors) participated in the focus
groups.

Theengineers andconductors participating in the focus groups ranged in level of experience
from 28 years to 11 months. Theyalso ranged in experience with CBTM from operating trains
with CBTMinstalled on numerous occasions spanning the periodit hasbeenpiloted, to having
been on only one train run with CBTM.

The focus groups were conducted in an off-site conferenceroom and the locomotive engineers
and conductors participated voluntarily on their own time.

The interviews/focus group sessions addressed two main topics:

• Factors that make running a train challenging in today's environment and potential for
error.

• Impact ofCBTM on train crew performance.

The remainder of this appendix is divided into two sections.

14 Failures to take action to prevent hazardous events, and actions that cause hazardous events, are commonly called
"human errors" inquantitative risk assessments. This term does not imply that people are necessarily personally
responsible orculpable in someway, just that anaction was omitted (or taken) that had anadverse influence on
safety. We realize that these so-called 'errors' are oftentheresult of particular circumstances orconditions in the
workplace. They may be work-related (such as fatigue at the end ofalong shift or the result ofunusually high
workload) or environment-related (such as atemporary sign being obscured byheavy rain or fog). They may also be
caused by equipment problems (such as mishearing dispatcher instructions over poor radio links in certain locations)
or organizational factors (e.g., policies, work rales). The purpose ofthe interviews and observations was to begin to
understand and document the kinds of errors can plausibly occur and the range of factors that contribute to them.
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Section 1provides an overview ofthe most important findings, and the potential implications for
modeling the impact ofCBTMon human performance in ASCAP.

Section2 consists ofdetailed notes that integrate the feedback obtained from locomotive
engineers and conductors across the interviews and focus groups. It also provides thedetailed
evidence in support of the quantification

1. Main Findings: CBTM Impact on Train Crew Performance and
Safety

• All eight individuals interviewed inthe two focus groups and the trainer that was
interviewed (a total ofnine interviewees) felt that CBTM has the potential to improve
safety and would like to see it implemented.

• They believed that CBTM would provide effective support in cases where they might
forget to reduce speed orstop atend ofauthority due toattention lapses or failures of
memory.

• They particularly liked that CBTM warns them when they are about to enter a work
zone and when temporaryspeedrestrictions are in effect.These are cases where the
probability oferror is likely to be higher and the consequences ofan error may be
severe.

• All nine individuals interviewed also perceived some limitations ofthe current pilot
version ofCBTM that need tobeaddressed before itsbenefits could befully realized.

• Opportunitiesfor improvement fell into three classes:

1. The audio alert was easy tomiss given the noisy cab environment (e.g., engine
noise, thewhistle, theradio, conversations) andtheCBTM display is outside
of theprimary field of view. This had two consequences:

Sometimes they missed theaudio alert, resulting in a penalty brake application that
could have been avoided had they noticed thatan information message (requiring a
yes/no response) or warning had come on.

Because ofthe severity of consequences ofmissing an information messageor
warning (i.e., the penaltybrake application) the locomotive engineers felt a need to
continuouslymonitor the CBTMdisplay- which is an added attention burden that
theyfelt they could not afford and couldpotentiallydistract them from attending to
events outside the cab (e.g., trespassers, motor vehicles at grade crossings).

This issue can be easily addressed, for example by selecting an audio alert that is
easier to detect and discriminate from other sounds in the Locomotive Cab. One

solution is for the audio alert to stay on until the locomotive engineer explicitly
acknowledges it.

2. In many cases, the warning messagedoes not come on early enough before the
penalty brake is applied to allow the locomotive engineer to respond in timeto
avoid thepenaltybrake. Thisreduces the abilityofthe locomotive engineer to
take advantage of the warning message. It also reduces the ability ofthe
human agents (locomotive engineer andconductor) to catchand recover from
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•

•

any 'errors' that the CBTM system might make. Thus, it reduces their
potential to serve as a recovery mechanism.

More time is needed between the on-set of the warning and the initiation of the
penalty brake to allow the locomotiveengineer time to slowdown the train to the
appropriate speed and/or select an appropriate stoppingplace.

3. Often the CBTM system determines that braking is required at an earlier point
than the locomotive engineers would themselves choose to start to brake. In
addition, in some cases, a warning comes on in situations where the
locomotive engineers felt stopping was not necessary or appropriate. In some
cases, the position where the CBTM stopped the train was inconvenient,
making it hard to restart the train. Stopping at an inappropriate time or place
may also introduce a new source ofrisk.

With respect to the issue ofpotential for complacencyand over-reliance on CBTM,
the engineersprovidedmixed reactions. On the one hand, theyindicated that it
remained their responsibility to make sure that no movementauthorities or speed
restrictions are violated, independent ofwhether they were reminded by CBTM or
not. The analogy one locomotive engineer gave was to an advancedwarning board on
the side ofthe track. If it is there, it can help the locomotive engineer remember that
he will need to brake soon. However, if for some reason it is not there, the engineer is
still responsible for remembering to brake. The same would be true for the CBTM
system. It would provide an aid, but the engineerwouldknowthat the ultimate
responsibility remainson his/her shoulder. At the sametime, the engineers notedthat
ifthe CBTM system was there and was working well they would tend to rely on it. As
one engineer put it "Ifwe can't rely on it, I don't want it up there. Ifit works I'll rely
on it."

With respect to whether CBTM would change the behaviorofthe locomotive
engineers, the locomotive engineers indicated that it would. Given that the CBTM
system expects the locomotive engineers to start to brake earlier than they are now
inclined to, they would need to learn new braking styles. This raises a need for
training not only on the CBTM interface and how to use it, but also training on train
handling and braking that is more consistent with the expectations ofCBTM.

locomotive engineers reported that the interface for entering consist information into
CBTM was easy to use. When asked whether locomotive engineers might
intentionally enter incorrect consist information in order to manipulatewhen the
CBTMsystem came on, all 9 individuals interviewed felt that that was very unlikely.
They indicated first that CBTM contributedto safetyand theywouldn't want to take
action to defeat that, and second, since it is a computersystem,it recordsall inputs,
and it would therefore be easy to catch when someone did this.

Because the CBTM display is only on the locomotiveengineer's side, the conductor
cannot see it. However, in the current task allocation between locomotive engineer
and conductor, the conductorhas responsibility for servingas a redundant
check/reminder to the engineer. Several of the individuals interviewed argued that it
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would be helpful to have CBTM displays on the conductor's side as well as the side
of the locomotive engineer.

These are the main findings that relate to how CBTM is likely to impact the performance of
locomotiveengineersand conductors. There were additional detailed findings on the types of
human errors that arise, the factors that contribute to them, and how a system such as CBTM
could help catch and recover from those errors. These results are presented in the detailed
integrated notes in the next section.

Implications for CBTM and Modeling of Impact of CBTM on Crew Performance in
ASCAP

Several ofthe issuesraised bythe locomotive engineers with respect to the pilot versionof
CBTM (e.g., the audio alert is difficult to detect; there isn't sufficient time between when the
warning message comes up and when the penaltybrake is initiated) can be easilyaddressed so
that they are no longeran issuewhenthe final CBTMsystemis implemented.

The CBTMsystem clearly includes provisions for catchingand recoveringfrom human errors.
However, the interviews provided somesuggestion that CBTMmight introducenew sourcesof
riskby stopping at an inappropriate location. If the audioalerts are improved, and the length of
time between the warning message andthe time thepenaltybrakeis activated is lengthened to
allowthe traincrewto take action topreventa penalty brake, then the humancrew can alsoplay
a role in catching and recovering from 'errors' made by CBTM.

With appropriate warning, the train crew can take action:

• To avoid stoppingwhen it is not necessary(e.g., when the locomotive engineer has
authority to move into a territory)

• To choose WHERE to stop to minimize the potential for delays, inconvenience and
safety vulnerabilities.

The ASCAP team may want to consider modeling this source of 'coverage' as well.

The current ASCAP model assumes the 'simplest case' version ofcommunication between
dispatchers and train crews. In particular, it assumes that the train crew initiates requests for
block authority and that dispatchers issue authority for a single block at a time. However,
interviews and observations indicated that:

• Sometimes it is the dispatcherwho calls the locomotive engineer to provide authority
[without the engineer calling him/her first]

• Sometimes the dispatcher will give authority for multiple blocks simultaneously

• Sometimes the dispatcher will tell the train crew not to call the dispatcher to release
blocks after passing them one at a time but to wait for the dispatcher to call asking
what blocks they have passed.

These dispatcher behaviors have to do with the fact that the dispatcher has a heavy mental
workload. As a result he/she tries to be proactive, to perform tasks during lower workload
periods.
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Future versions ofASCAP may want to model these more complex dispatcher - train crew
interactions.

These findings also suggest that it may be valuable to eventually model dispatcher workload in
ASCAP, where workload is a function ofnumber of trains he/she is currently handling, and the
likelihood ofdispatcher error is a function ofworkload.

2. Detailed Notes Based on Interviews, Focus Groups, and 'Head End'
Ride Observations

Background:

• Approx. 70 engineers have received introductory training on the CBTM system. This
training consists ofobservation ofa prototype CBTM in an office setting and
demonstration ofthe different user interfaces that come up under different simulated
conditions. Training did not include experience running a train that was equipped
with CBTM.

• Currently six locomotives are equipped with CBTM. These do not necessarily stay in
CBTM territory however. As a result, individual locomotive engineers have not
necessarily had much experience with operating a train equipped with CBTM.

Characteristics of CBTM:

• Audio alerts:

• One beep indicates an informationaldisplay, a prompt for crew response with no braking
imminent, or a warning with no braking imminent.

• Two beeps indicate that braking will start soon ifno corrective action is taken.

• Three beeps indicate that braking has started.

Prompt for crew response with no braking imminent occur in cases where the CBTM does not
have the information to know whether the train has authority to proceed. An example is: 'Do you
have authority to enter this work zone?' This prompt occurs because the CBTM may not have the
information aboutwhether the locomotive engineerhas obtained permission from the roadway
worker in charge to enter the work zone. This prompt appears approximately 3 miles away. The
locomotive engineer must respond yes or no.

Currently ifthe 'CBTM' is not operating properly (giving too many 'nuisance' alerts) then the
locomotive engineercan isolate it. In fact, some of the locomotive engineers said that when they
had difficulties and called the dispatcher, the dispatcher told them to isolate it. When the CBTM
system is isolated, it still displays messages, but does notprovide audio alerts and does not apply
the penalty brake.

Feedback from Locomotive Engineers and Conductors on CBTM:

• All eight individuals interviewed in the two focus groups and the trainer that was
interviewed felt that CBTMhas the potential to improve safety and would like to see
it implemented.
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• However, all nine individuals also felt that there were problems with the current pilot
version of CBTM that needed to be addressed before its benefits could be fully
realized.

The following summarizes locomotive engineer and conductor comments.

Audio Alert Easy to Miss/ Perceived Need for Constant Monitoring ofthe CBTM Display:

• The audio cue is easy to miss particularly because there is lots ofnoise in the
Locomotive Cab (e.g., the whistle, the radio, conversations).

• The display is above your head and you can't easily see it (from peripheral vision)

• You are busy handling the train and can't always be looking at the box (CBTM
interface).

• I think it would change how you behave. We are thinking much more about that
machine. Have an additional computer screen to look at. Could cause you to lose your
train of thought.

The time between warning and activation ofthepenalty brake is sometimes too short:

• If running at 40 miles an hour and CBTM wants you to be at 10 miles an hour then
the time between the warning and the automating braking is not enough time
(especially a fully loaded train - braking speed depends on tonnage, train length and
gradient).

o First servicebrake on a fully loaded train has minimal effecto n the speed and
can't bypass the first service brake.

• You can start to use brakes to slow down but if the CBTM does not see the speed
change, it will stop the train.

• One engineer suggested looking at how warning signals are implemented in
Traditional train control signals. He indicated that in those systems the warning signal
comes earlier relative to when the penalty brake is initiated (He mentioned sixty
seconds time interval).

• When the warning comes in, there is not enough time to slow the train down enough
to avoid the penalty brake. Even ifput full brake application; there is simply not
enough time to slow the train down.

CBTM sometimes comes on too early or when the locomotive engineer does have authority to
proceed:

• Someplaces it is making us do things "that is not the way I would do it personally";
"will make you do something earlier than you normally do it". Examples:

The engineer maybe going 40 miles an hour and know he/she needs to get to 25 miles in
three miles. He/she may not feel the need to start slowing down yet. CBTM however,
might come on witha warning followed by a penaltybrake. Once the warning comes on,
often the engineer is not able to slow the train down quickly enough to prevent the
penaltybrake from coming on.
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At end of a block (end of block authority), it wants you to slow down sooner than the
engineer might be inclined to start slowing down.

It stops you too early. It doesn't pick up the dynamicbrakes

Sometimes CBTM indicates that youare about to entera blockwithoutauthority, when in
fact have gotten movement authority from the dispatcher for several blocks, and therefore
have authority to move into the next block. The locomotive engineers indicated that
dispatchers routinely give multiple blocks but that CBTM seemed to not know that.

Problems associated with stoppingtoo soon/at wrongplace:

• If stop too soon may be blocking an intersection and other trains behind can't move

• Some places ifyou stop, it might be a real challenge to get started again (e.g., on a
hill, if stop before crest the hill, may have to back up)

• After stop, may not have full braking capability after immediatelyrestart - ifyou have
to stop very quickly soon after restart it may be a problem.

• You can't start and stop anywhere. You can stall.

• Sometimes you are coming on an uphill with a heavy train (14,000 tons). You are 2 to
3 miles from where you need to stop. The CBTM system tells you that you need to
slow down - but in fact, you need to pick up speed (and not slow down) in order to
make it up the hill (at which pointyou can slowdown and still stop in time.)

• If you are coming down a hill and the CBTMstops you too soon, you may not have
enoughbrakes (air all gone) to stop again at the bottom (where you need to be
stopped).

• If it is a heavytrain in the rain, it could be dangerous to stop at a hill (it could derail, it
could buckle).

Factors that could lead the CBTM to applypenalty brakeerroneously:

• Brakingstrategies that are too conservative (or take limitedset of factors into
account)

In coldweather (winter) a train doesn't stop as fast as in warm weather (summer). Does
the CBTM algorithm take this factor into account? If it doesn't then if youdesign for
winter weather you will braketoo early in summer. If youdesign for summer weather you
will not brake soon enough for winter conditions.

• Inaccurate information:

Dispatcher might put in the wrong information intothe system:

• A case wasdescribed where a dispatcher entered in the wrong Engine number
into thecomputer. Hegave thecorrect train verbal authorization toproceed,
butentered the wrong Engine number in thecomputer. This happened around
a shiftchange and was later caught bythe incoming dispatcher when he
questioned the train (said to them you don't have the authority toproceed -
and they said that they did.)
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locomotive engineer might fail to update consist information in CBTM when the crew
adds or removes cars/cargo.

• CBTM warns and enforces the non-violating train when it determines that an
equipped locomotive is occupying a block for which it does not have authority
(Violated Authority Warning). A penalty brake applied on the non-violating train
might cause the non-violating train to stop at an inappropriate place (if the locomotive
engineer fails to detect the warningand the penalty braking is applied.)

• Failures of locomotive engineerto notice and answer informational messages:

Ifthe locomotive engineer fails to detect the informational message (that is signaled by a
single audio beep, which is easyto missgiventhe noisy environment) then he/she will
not respond, this will cause the CBTM to displaya warning which can also be missed
(especiallysince the locomotive engineer knowsthat he/she has authorityto proceed and
may not be expecting this warning) as a result a penaltybrake will be appliedwhen the
train had not violated its authority.

Potentialfor Complacency: Two perspectives wereexpressed:

• "Ifwe can't rely on it, I don't want it up there. If it works I'll rely on it."

• It plays the same role as advanced warningboard, if it is there it is a help - but the
locomotiveengineer and conductor remainresponsiblefor abidingby the speed
restrictions and movement authority whether or not the advanced warning board is
there - CBTM is similar. If it is there it is an aid, but the train crew will continue to
exhibit vigilance.

Memory aids such as 'advance warning boards' and 'written train bulletins' offer a useful
parallel in thinking about the potential for complacency. IfCBTM is working well and the
warnings come on appropriately, then they will serve a similar role to an 'advance warning
board' - they will provide a reminder, reducingthe potential for errors due to memory lapses. If
the CBTM system is not functioning, and there are clear visual cues that it is not operational,
then the locomotive engineer will know that he cannot rely on it, and the probability oferror
reverts to the probabilityoferror in the base case (maywant to argue that it is slightly higher
because of loss ofskill). However, should the CBTM appear to be functioning, but for whatever
reason does not provide a warning (reminder) that a speed restriction/end of authority is coming
up, then there is likely to be some effectof'complacency' (i.e., reliance on the reminder) and the
probability of human erroris likely to be somewhat higherthan the basecase.

A potential issue ofcomplacency ariseswhen a train that is equippedwith CBTM passes through
territory that is not connected to CBTM. The locomotive engineers mentioned that there are
several miles in the Monroe Sub (3 to 6 miles?) that occur in the middle of the CBTM territory
that is not connected to CBTM. In those cases, if the CBTM display does not make perfectly
clear that it is not functioning in that territory, there may be a potential for increased human error
associated with 'complacency'. In the words ofone locomotive engineer, "If it is not 100%
effective it won't be helpful."
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Specific Comments oflocomotive engineerson whether CBTM affects how they operatethe
train:

• Yes - Have to do things earlier to satisfy the system. Need to do some things
differently than you wouldnormallydo them to avoid the system coming on and
applying a penalty brake.

• Right now CBTM doesn't recognizedynamicbraking.

• Yes - CBTM would affect train handling

• Yes - "We are thinking more about that machine (CBTM), have a computer screen to
look at, and could cause you to lose your train of thought."

• Yes- A newperson (less experienced engineer) could learn this new style of train
handling (slowing down sooner) but for olderpeople, as the saying goes 'you can't
teach an old dog new tricks".

CBTMInterfacefor EnteringConsist Information:

• Simple user interface - easy to enter consist information, and required information is
readily available

• When the consist changes (pick up or drop offcars or cargo) will need to update the
information in CBTM:

CBTM does provide a reminderto do this in many cases -

However there may be a possibilityof forgetting to update it - possibly leading to
braking too late [or possibly as bad - too soon]

• The trainer indicated that on the Spartanburg to Augusta territory this is not so much
ofan issue but in other territories, locomotive engineersmight be changing cars in
and out four or five times.

• On the question ofwhether locomotiveengineers would be inclined to intentionally
put in incorrect consist information - the answer is not high probability:

Could happen to try to delay when CBTM decides that braking is needed but:

• Not likelyto be an issue if you are told not to tamperwith a safety device

• Once you tamperwith a computerdevice they can track you down (it records
the Locomotiveinputs- so you can be easily caught)

• However there is still potential for errors in the consist information in the CBTM due to
data entry errors or forgetting to update it when cars are taken offor added.

Other concerns expressed regarding CBTM:

• CBTM could be setting the stage for a one man crew or even 'remote control' where
you don't have an engineer at all

Summarycomments on the CBTM systemperformance and opportunities to enhance it:
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• System has problems that need to be improved because it can be a nuisance and a
hazard right now.

• CBTM is a good system. It is going to be good and safe. However, it needs
improvements to the audio alerts and interval between when the warning comes on
and when the penalty brake is initiated:

• Engineers and conductors are busy and need an earlier alert (time betweenwhen the
warning comes on and the penalty brake)

• Yes CBTM is good for safety. Would like to seeimprovements with regard to the
terrain information it includes and uses in braking - so that brake won'tbeapplied as
quickly if it is on flat ground.

• Overall it will be a good system if the quirks are worked out and it is not viewed as a
replacement but an enhanced of the other co-workers (Roth Note - this refers to the
conductor)

• Anything that helps the safety ofmovement oftrains isgood. CBTM ison the right
track but there are still some 'kinks' in it.

• Right now, it results in increased workload for the engineer in having to monitor and
interact with the CBTM interface. Because the CBTM is on the engineer's side, the
conductor cannot help. Consider putting a CBTM screen on the conductor's side too.

• Good idea to havea system setup to protecttraincollisions as longas the system is
reliable.

Factors thatcontribute to errors such as exceeding speedlimits orgoingpastLimits of
Authority:

• Attention Lapses/Distraction/'Mental Vacation':

o Hada head-oncollision10 years ago because the locomotive engineerand
conductor were talking and went past the block ofauthority.

o Anothercase (in signal territory), passenger train missed an approach(it was
really foggy, they weren't expecting an approach signal) and their attention
had been diverted by a school bus that was coming toward a grade crossing

o Once a locomotive engineer exceeded block ofauthority (started to head back
without getting authority)just due to an attention lapse. This error was caught
by the dispatcher who overheard on the radio that they had started to head
back and alerted them that they did not have authority

• Memory lapse (forgetting): Particularly vulnerable in cases where the speed
restriction or stop location is temporary. [When it is permanent, then the locomotive
engineer is likely to remember that it is there since due to training and repeated
operationover the same territory the locomotive engineer is likely to have a good
mental model of the territory and where the permanent blocks and speed restrictions
are located.]

• Slow Orders: Temporary speed restrictions:
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Especially if recently issued

Especially if issued after the train bulletin that lists temporary speed restrictions is issued
so that the engineeris provided the information verbally over the radio by the dispatcher

Especially in cases where the speed restriction signs have not yet been put up [or are
obscured]

Especially when the time duration between when the dispatcher provides the information
and when it comes into effect is long (e.g., will come to the speed restrictionsfour hours
after the dispatcher called to tell him/her about the speed restriction)

• Work Orders: If roadway workers "own" a territory a by (707 Authority), then the
locomotive engineer needs permission from the roadwayworker in charge (via radio
communication)prior to entering that territory. - However, the engineercan forget to
request permission from the roadway worker in charge.

Factors that contribute to the likelihood of forgetting are the same as for slow orders.

• Confusion about where the speed restriction or stop location is. Particularly
vulnerable in cases where the speed restriction or stop location is temporary.

Particularly vulnerable when the location is between mileposts - so that there may not be
visual cues as to where the location is.

Particularly vulnerable when visibility is poor (night, poor weather) so that visual cues to
aid in identification oflocation are degraded.

In the case ofpermanent speed restrictions and block end ofauthority, then the
locomotive engineer is likely to know exactly where it is due to training and repeated
operation over the same territory. The locomotive engineer is likely to have a good mental
model ofthe territory and where the permanent blocks and speed restrictions are located.
He/she is likely to have multiple cues to help identify the location (not only mileposts, but
also 'land marks' such as Houses and trees, and non-visual cues such as vibration, curves,
inclines)

• Commumcation errors:

Errors in communication do happen but there is typically ample opportumty to detect and
correct them.

When riding in the Locomotive Cab for the CBTM test, an error in communication that
was caught occurred: The conductor gave the wrong time (said 12:35 when in fact it was
13:35) to the dispatcher when he called to release a block. The dispatcher didn't
immediately catch the error, but a road foreman who happened to be on the train and was
listening to the conversationcaught it and corrected it and the right informationwas
communicated to and read back by the dispatcher. This incident illustrates that
communication errors likely occur with relatively high frequency but that in the large
majority ofcases they are caught and corrected quickly.

• Improper train handling - know where you are supposed to stop or what speed you are
supposed to go at but overshoot due to braking too late or insufficiently. One example
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givenwasstart to put the brake on too late, slack coming in will push you forward
(past where you intend to stop)

Factors that can increase thepotentialfor human error:

Impact ofFatigue:

• Can be slower to react (detect, put on the brakes, etc.)

Impact ofstress:

• Serves as a source ofdistraction

Impact of level ofexperience:

• Braking skill:

• Confidence on stopping distance at any given speed is lower at lower levels of
experience

• More experienced locomotive engineers know where to put their brake but a younger
engineer might put the brake on earlier

• All trains don't work the same (e.g., different types ofbrake systems). Experience
helps.

• In the winter time a train doesn't stop as fast as in the summer time (so have to start
braking sooner)

Impact ofWeather/Visibility (e.g. Fog):

• Poor visibility increases the chance that a sign will be missed, or that the locomotive
engineer will have less cues to help identify the locationof the train

• However, interestingly one ofthe Focus groups argued that "the worse the conditions
are the more you pay attention". Roth note: While this is true, I believe that
experience across industries suggests that while attentionresources do expand with
demand, never-the-less an increase in error is observed as conditions degrade.

Portions of track that are more challenging:

• Steepness ofhill - downhill grade- challengesbraking skill; trouble if lose brakes

• Uphill stop is easier because gravity is helping

• Less familiar territory:

• Territory that ride on less frequently (less opportunity to develop good mental model
of territory)

Specific commentsoflocomotive engineers on memorydemands and value ofCBTM in
protecting against memory lapses:

• Quote:" One of the hardest things ofbeing an engineerare the things that you have to
remember that are specific to this trip." Examples are work crew out there. Can forget
that. There is usually a sign but not always.
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• Remembering is hard. Have paper (Train Bulletin) but there isn't always a place to
put it (in the cab) so whereyou can see it. So, put it in back pocket.

• In some cases the locomotive engineers (e.g., the locomotive engineer observed
duringthe CBTM test)areable to placethe TrainBulletin in frontofthem and write
in the list of temporary speed restrictions in the order in which they will come up so
that can follow along, crossing them offas they pass.)

• CBTM helps you to remember:

Slow Orders

Work Orders

• Close Clearances (Note: Not sure that CBTM alerts to these - but a locomotive
engineermentioned it as something that coulduse help in 'remembering')

• Stop and Flag (E.g.,gradecrossings where the gate is broken- need to stop and flag)
- May forget to do it or maynot know whereneed to stopbecausethe location
information providedby the dispatcher is vague (e.g.,milepost 57.6;or a description
in terms ofstreet names)- locomotive engineerssaid that they use visual landmarks
to orient themselves as to where they are - not mile posts to the tenths and not street
names that are beyond their range ofvision.

• Traincrewstend to knowwherepermanent speedrestrictions and blocks limits are; it
is the temporaryones that are vulnerable to forgetting.

Whilethisopinion was expressed bythefirst Focus group participants, the secondFocus
group participants argued the opposite: More likely to violate permanent speed
restrictions than temporary speed restrictions because temporary speedrestrictionshave
more severe consequences.They arguedthat the worse the conditions are the more you
pay attention - yoursensesarereallytuned up.

From a HumanFactorspointof viewthereis merit to both arguments. It may be that both
types oferrors arise and different factors contribute to them - this issue requires further
exploration anddata collection.

Other Topics of Discussion

Role ofConductor:

• Conductorand locomotive engineer have sameLocomotive Displaysand radio [but
the CBTMdisplayis onlyon the locomotive engineer's side.]

Servesas an error catching/recovery mechanism (If the conductor isn't sure that the
engineer is aware of something oris under control hewill say something (e.g., "Do
you got it?) - (This is consistent with Crew Resource Management Philosophy for
helping to catch and recoverfrom errors)

Provides reminders of temporary speed restrictions, work zones, and end-of authority
blocks coming up.

•
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•

Handles radio communication - relieving the locomotive engineer of this potential
source of workload

The two operate redundantly - serving to catch and correct each other's enors - for
example, they both write down movement authority provided over the radio by the
dispatcher.

"An experienced conductor can help a locomotive engineer (Can say 'You do know
you have to stop'). Can keep a young engineer honest."

It was suggested that it might be beneficial to put the CBTM on the conductor's side
to enablehim to more effectivelyplay this 'reminder' role (This presumes that the
audio alert signal would come on early enough to allow the locomotive engineer to
respond and avoid a penalty brake)

The locomotive engineer can also catch and correct errors made by the conductor -
An example was given where the train was in the yard (it was 5:00 AM in the
morningso the crew was tired) and the conductor told tiie locomotive engineer that he
had 'Restricted Proceed' signal- when in fact the train was supposed to stop. The
locomotive engineer was more experienced and recognized that don't get 'Restricted
Proceed' signals in a yard so questioned the conductor and discovered the error.

The conductor is also the one who manually aligns switcheswhen get to a siding.
[This requiresthat he/she get offthe train, align the switch for the siding, wait for the
train to go by, then manually re-align the switch for the mainline, and then walk to the
front of the train.]

Individual Differences:

• Braking style is very individual. CBTMis trying to standardizebrakingstyle- that
maybe a training challenge - especially for the more experienced locomotive
engineers

Memory/WorkAids:

• The locomotive engineer that I observed during the CBTM test, wrote down the
temporary speed restriction from the train bulletin onto the front sheet where he writes
down movement authorities - so that he would have them visible at all times and

would notneed to flip back to otherpages. He put down the speed restriction speed
and milepost where it came into effect. He checked them offas he wentpast them -
therefore aiding him in anticipating the next one to come.

Communication with Dispatchers:

• In the CBTM equipped train that we rode, we noticed that in most cases the
dispatcher called the train to give them movement authoritybefore theycalled the
dispatcher to request it. This is different from the 'prototypical' case that is usually
described where first the traincrew calls requesting authority.
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• Also, interview ofthe Locomotive engineer on the CBTM equipped train indicated
that it was not unusual for a dispatcher to call and give authority to move through
multiple blocks

• Also, it is not unusual for the dispatcher to tell the Locomotive engineer that he
doesn't need to call in to release a block immediately after he/she has passed it, but
rather it is OK to wait for the dispatcher to call requesting to know what blocks have
already been passed.

• The locomotive engineer indicated that dispatchers do this to level their own
workload. When they have a low workload period and they know that a train will be
calling in requestingmovement authority, they call the train,- this serves to level
workload and increase communication and train movement efficiency. Roth observed
similar dispatcherbehavior in the study ofAmtrak dispatchers.

• Dispatchersalso call to find out where the train is (becauseit is dark territory) for
train meets.

• There may be delays in dispatcher answering a locomotiveengineer if talking with
another train.

• Technical Problems with radio communication:

You answer the dispatcher but he doesn't hear you

Communication with Roadway Workers:

• When want to enter a block that is under roadway worker control (work order) the
locomotive engineer has to contact the roadway worker to get permission to enter.

• Roadway workers have small radios with weak signals so can be hard to reach them.
Have to sit and wait, or call the dispatcher to see ifhe/she can reach the roadway
worker.

• Impact on roadwayworker: CBTM increases safety - benefit for their protection.

PartyLine Aspect ofRadio:

• Helps to overhear. Helps you to know what other trains are up to.

• Down side is that you have to wait until the radio is free

OtherObjects interact with:

• Broken Rails:

locomotive engineer is more likely to detect a broken rail by feeling it than by seeing it.
[Mostbroken rails don't cause derailments.]

Bythetime you cansee it there is typically nothingyou can do to avoid it [At 40 miles an
hour it can take up to two miles to stop the train.]

• Misaligned switches:
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At switches, have targets. The direction of the targets indicateshow the switch is aligned.

If have a target is indicating alignment - then more likely to be able to see how the switch
is aligned (Engine headlights lights target up)

However if the target is missing or pointed incorrectly (e.g., due to vandalism) then can
provide misleading information

Might be able to detect and stop in time some places (e.g., whengoing up hill) but not
others.

• Missing/Obscured Signs:

Advanced Warning boards are supposed to be placed 2 miles earlyto alert to a slow order
- but aren't always there.

Can be missing if the roadwayworker has just imposed a speed restriction and didn't
have a sign with him to put up - so sign hasn't been put up yet.

• Missing sign 'is not as unusual as would like' because a roadway worker may
not have it withhimwhen he detects a need fora speed restriction - it may
takea while to get oneandput it in place- this is especially true during the
day when roadway worker inspections happen.

Can be obscured by vegetation, by a bridge post

Can be placed at an incorrect spot (e.g., a little past the block limit)

Can be vandalized - Althoughresponders indicated that this is rareon this particular
territory.

Can be placed on another subdivision(A locomotiveengineergave an examplewhere
there was a work order - but he was coming from another subdivision so didn't have an
advance warning board (because it was placed some place else))

If they are present, theyare visibleat night becausetheyare reflected off ofheadlights.

• Types ofSigns:

Permanent speed restriction signs - diamond

Advance warning board - placed two miles ahead

Work zone - is red

Temporary speed restriction is yellow - square sign

End of temporary speed restriction is green - square sign

Sign at the beginningofa block: white rectangle with the name ofthe block.

Whistle signs (indicating where the locomotiveengineershouldblow his whistle)

Time required to brake:

• Depends on length ofcars and weight

A coal train can be a mile long
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• At 40 miles an hour it can take up to two miles to stop a train

• At 20 miles an hour with a coal train, can still take half a mile at least.

Computer-based Locomotive Control Interfacevs. Olderanalog 'knobs and dials' interface
(asked only in the second focus groups of locomotive engineers/conductors who had experience
with both):

• Setting up the computers is more time consuming. Mechanical interface was easier to
use and more reliable.

• Computer displays are too bright at night

• New employees who have only had experience with computerized interfaces have
nothing to compare with.

• One advantage though of the newer Locomotive Cabs is that they have air
conditioning and that is a real improvement. Makes you feel better. Gives you a good
attitude and allows you to focus.

• Engines are more reliable on the new trains and the air conditioning is nice.

85





APPENDIX B. SUMMARY OF DISPATCHER INTERVIEWS

Introduction

Observations were made at three different dispatch desks that handled primarily dark territory,
includingthe dispatchdesk that handles the territory from Spartanburg, South Carolina to
Augusta, Georgia, where the prototype CBTM systemwas tested. In addition we observed and
interviewed a chiefdispatcher, whose territory included the territory from Spartanburg to
Augusta.

In total we observed and/or interviewed a total of seven railroad dispatchers, one chief
dispatcher, two training instructors andtwomanagers of the dispatch center.

This sectionprovidesa summary of themainfindings ofrelevance to development ofthe human
factors aspect of the ASCAP model.

Operational Environment

The CSX Dispatch Centercontained 42 dispatcher desks.Eachdispatcherwas responsiblefor a
different portion of territory. Approximately 60% of CSXT territory comprised signal territory.
The remaining 40% ofterritory was darkterritory. The majority ofdispatcherdesks included
both signal and dark territory.

CSXT dispatchers communicated withtraincrews androadway workers primarilyover radio.
Theyalso communicated byphone. Dispatchers useda Computer AidedDispatch (CAD) system
to enter and keep track ofblock authorities.

The dispatchers workedunderhigh workload conditions. Theycontinuously received requests
overthe radio that they needed to address. Theycan have several radio towers to respond to that
areall flashing at the sametime. There wasa need to complete eachradio transaction quickly in
order to meet the demands placed on them. Under these conditions, it was easy to understand
howa dispatcher could forget to take an intended action, couldmake (typographical) data entry
errors in the CAD system, or could be 'only half listening' during the read-back portion ofa
radiotransaction (and therefore makea communication error) because their attention was shifting
to the next task.

Anothersourceofperformance challenge was that the poor quality ofradio reception. Some
radio signals were weak. There were dead spots, static, and individuals 'stepping over' each
other's conversations. As a result, it can be difficult to hear and understand what was said over
the radio. This had two consequences. First,peoplewere unable to understand what was said on
the radio in many cases, and required the listenerto ask the speaker to repeat him or herself. This
increasedthe duration of transaction. Second, the fact that the poor signal quality increased the
listener's (dispatcher, locomotive engineer,conductoror roadway worker) reliance on their
expectations (context and background knowledge) to help resolveambiguity. People are likelyto
hear what they are expecting to hear. This use ofexpectations is a fundamental aspect ofhuman
perceptual systems and happens automatically. However, it can contribute to communication
enors. The problem is exacerbated by the fact that in many cases terms may sound alike and
thereforebe confusable (e.g., train numbers). As a result, individuals (dispatcher, locomotive
engineer, conductor or roadway worker) may mishear what is said over the radio.
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The CAD system was used to enter, delete, and keep track ofblock authorities given to trains and
roadway workers. It contained a numberof features intended to prevent and catch dispatcher
errors. For example it has a 'readback' screen. When the dispatcher received a request for block
authorityover the radio, the dispatcher enteredthe request for block authority on a data entry
screen. After it was entered, a 'readback' screen appeared. The dispatcher was supposed to
'readback' the information on this screento the person over the radio (e.g., Train crew member
or roadwayworker) who then repeated the information back. Only when the information was
repeated back and confirmed to be correct on the 'readback' screen was the transaction
completedand authority granted. In addition the CAD system had checks built in that catch
errors. For example, ifa dispatcher attempted to give a train authorityfora block that was
already occupied it would not allow it.

Opportunities for Error/Contributors to Error:

Observations and interviews resultedin a deeperunderstanding ofdispatch center operations and
the Computer-Aided Dispatch (CAD) systemthat dispatchers use to enterblock authorities,hi
particular we wereable to identifythe most common types oferrors dispatchers made and the
factors that contributed to those errors.

Dispatchers provided extensive information on the types of errors that theycan make and the
factors that contribute to those errors. In manycases those errorsresultin a discrepancy between
whatis entered in the CADsystem and what the receiverofthe messageover the radio believes
is the case. This can happen if:

• Thedispatcher makes a dataentry errorin the CAD system. Thedispatcher verbally says
the right thingto the person overthe radiobut enters the wrongthingin the CADsystem.

• Thedispatcher verbally gives more blockauthority thanhe/she enters in the CAD system.
A problem canarise if laterthesame dispatcher or a different dispatcher givesthe blocks
thatwere verbally authorized to the first train but not entered in theCAD system to a
different train.

• There is a verbal miscommunication overthe radioso that whatthedispatcher believes
he/shehas given authorityfor (or taken away) is different from what the individual on the
otherend of the radio (locomotive engineer, conductor, roadway worker) believes. In that
case the dispatcher will enter in the CAD system and 'read back' from the 'read back'
screen what he/she believes to be correct, but it will differ from what the receiver on the
other end ofthe radio hears and writes down on his/her authorization forms.

• The dispatcher fails to inform a locomotive engineer of a temporary speed restriction that
came in after the train left.

• The dispatcher allows a train crew to leave a switch in thewrong position but forgets to
entera tag into the CAD system indicating 'Reverse Switch'.

Dispatchers provided examples of the most frequent types oferrors and the factors that can
contribute to them:
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Data Entry Errors:

• Can inadvertently cancel a block authority due to a data entry error (intended to cancel a
block authority for an entirely different block of an entirely different train but
inadvertently selected the wrong row on a table ofblock authorities)

• Issue/cancel a different number ofblocks in the CAD system than the locomotive
engineerbelieves were issued/cancelled.

Communication Errors:

• Mistakenlybelieve you are talking with a different train:

o One example occurs where radio signals carry an unexpected distance and the
wrongdispatcher (someone who controlsan entirelydifferent territory) receives a
call from a train (or roadway worker). As a result, the wrong dispatcher gives
authority to a block (e.g., because the names are similar).

• 'Hear' the wrong thing due to noisy radio (static,cut-out)where the brain 'fills in' the
missing information based on expectations. For example, a dispatcher can mishear
locationinformation. For example, given poor radio quality Mile Post 88.2 and milepost
82.2 are confusable.

• Fail to catch errors made by the locomotive engineer during readback because the
dispatcher hasmoved on to the next task and/or because the dispatcher is also subject to
the impact ofexpectations on perception.15

• Locomotiveengineermay write down something different from what the dispatcher told
him, but repeat back correctly what the dispatcher said. As a result, the CAD systems
shows something different from what the locomotive engineer wrote down.

Errors Due to Forgetting:

• Thedispatcher can fail to enter blocks into the CADsystem for which he has given
verbal authority to a locomotive engineer. An example is where a dispatcher wants to
give a train authority for a set ofblocks that cut across two subdivisions. This is a
time consuming process, requiring the dispatcher to first enter the blocks for the first
subdivision in the CAD system and do the readback, and then repeat the same process
for the blocks in the second subdivision. Sometimes, the dispatcher may give verbal
authority for the entire set ofblocks while he or she enters the information for the first
subdivision into the CAD system, and then go back to enter the authorities for the
blocks in the second subdivision after the verbal transaction over the radio is finished.

However, if the dispatcher's attention is diverted he or she may forget to enter the
block authorities for the second subdivision.

• Dispatcher can forget to call a train crew over the radio to tell them about a temporary
speed restriction that was issued after the train departed.

15 Consider the task of proofreading. It is difficult to catch typographical errors by reading adocument, because the
mind will skip over repeated words,miss misspelled words, and fill in missing words. Asking the proofreader to slow
down is not an effective remedy. Professional proofreaders reada document backwards (bottom to top, right to left)
so as not to be influencedby meaning in catching typographical errors.
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• Dispatcher can forget to enter a track tag into the CAD system indicating a change in
switch position (i.e., the dispatcher allows a crew to leave a switch in the wrong
position but forgets to put a tag into the CAD system indicating 'reverse switch'.).

Coverage

Most errors are caught and recovered immediately beforetheyhave anysafety consequences.
Errors (e.g., data entry errors) can be caughtby the individual making the error, they can be
caught by the person they are talkingover the radio with (e.g., a communication error) or a third
partycan catch them. A dispatcher mentioned several cases where anerror wascaught bya third
party overhearing a conversation on the radio. For example, one dispatcher described the
following incident:

Dispatcher 1 gavefour blocks to locomotive engineer of train 1.He inadvertently failed
to enter this intotheCAD system. After a shift turnover dispatcher 2 began to give Train
2 the sameblock in theopposite direction (having no wayof knowing that dispatcher 1
gave awaythe blocksto train 1).Fortunately, the locomotive engineerfrom train 1
overheard the dispatcherover the radio givingpermission to a second train and alerted
them ofthe problem.

This example not onlyillustrates thevulnerabilities to errorbut thecoverage thatcanbe provided
by other people in the system to catch and recover errors.

Input on CBTM

We also obtained feedback ontheperceived usefulness of CBTM in improving safety from
managers of the dispatch center, training instructors, anddispatchers. Everyone interviewed felt
that CBTM was a good idea and likely to improve safety.

Among the points made were that CBTM:

• Would stop a train if the dispatcher has not put in the block authority information in the
CAD system (i.e., in cases where dueto 'dataentry error' orverbal misunderstanding
between the dispatcher andthe locomotive engineer, thereis a discrepancy between what
was saidverbally to the locomotive engineer andwhatwasentered in the CADsystem).

• Wouldstop the train ifa switchwere inadvertently left in the wrongposition.

• Wouldstop a train if it exceeded a speedrestriction (e.g., in caseswhere the dispatcher
failed to communicate a temporary speed restriction.)

Opinion with respect to potential for increased efficiency and economic benefits were mixed.

• Dispatchers saw potential for improved efficiency in track usage if they could obtain
more accurate information on the location of trains and high rail cars. Several
dispatchers suggested that if the train location information obtained by the GPS
system that is part of CBTM were displayed to the dispatchers, it would allow the
dispatchers to more effectively manage track usage. It would:

o Reduce the radio commumcation associated with finding out where a train was;
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o Allow dispatchers to better estimate when a train is likely to reach a particularblock, and
improve the quality of trackmanagement decisions. For example, if the dispatcher knows
that it will be some period oftime beforea train will reach a particularblock, the
dispatchercan givepermission for maintenance ofwaywork to proceed in that block.

The managers interviewed were less sure of the potential economic benefits that could
be realizedby providing dispatchers with more precise information on the location of
trains and high rail cars (e.g., by displayingthe train location information obtained
from the GPS system that is part of CBTM onthe dispatcher'sdisplays). In particular
the managers interviewed did not feel that theeconomic benefits wouldbe great for
DTC territory, giventhe currentmethod of operation.

The managers interviewed felt that thepotential economic benefits would be greater
in Traffic Warrant Control (TWC) territory,whereblocks have moveable limits. In
TWC territory, control points or milepost locations determine limits. Theycan be
changed. Ifyou have movable limits, then you are in a position to take advantage of
the addedinformation providedby a GPS system (e.g., youcould operate trains closer
together.) However, underthe current method of operation in DTCterritory, where
block limits are fixed, theyfelt thatmoreprecise trains location information mightnot
help a great deal. Unless there is a change in the rules ofoperation, the economic
benefits would not be great.
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APPENDIX C. DETAILS OF CBTM HUMAN FACTORS
QUANTIFICATION ANALYSES

Crew-Caused Exceedances

The analysis ofthe crew exceedances is presented inSection 3.5 ofthis report. The
recommended distribution for use inASCAP for theprobability of a train crew to exceed its limit
ofauthority is anormal distribution, having amean value of3.3 x 10"6 per block boundary, and
with a standard deviation of6.8 x 10"7.

Dispatcher-Caused Exceedances

The dispatcher can create conditions where the train crew believes they have avalid authority
(based on the verbal communications with the dispatcher) but they are unprotected by the CAD
system, which could allow an authority to beissued toanother train. Examples ofthis could
occur include the following:

• Errors related to use ofthe CAD System:

a. Deleting blocks: The way thedispatcher deletes blocks may result in the
wrong number ofblocks being deleted and released. Asa result, the dispatcher
can release moreblocksthanthe train crew gave back.Block releasesare not
addressed by the CAD readback screenin the wayotherpotential
communication-related error forms (e.g., issuing the wrong blocks) are.

b. CADS workaround 1: CAD flags conflicts with twotrains. Thedispatcher can
override the system by answering questions posed by the system that allow the
dispatcher to copewith special conditions.This enables the dispatcherto
bypassprotection provided by the system.

c. CADSworkaround 2: The dispatcher can only grant or release contiguous sets
of blocks. It is possibleto get around this limitationin issuingmultiple
authoritiesto the same train. It is possible to verbally issue blocks and not use
the readback screen.

d. CADSworkaround 3: Helper locomotives are given protection (block
authority)verbally. The CAD system is not normally involved.

e. CADS workaround 4: The dispatcher can issue blocks in more than one
subdivisionverbally and enter the information later in CADS. The dispatcher
can forget to enter information in CADS.

• Train Misrouting

a. Train misrouted: Dispatcher can misroute trains onto the wrong subdivision
(i.e., where the dispatcher has no authority to issue a movement permit). This
can happen due to inexperience (new dispatchers). This occuned 3 times in 13
years. Also interference from outside sources (Yardmaster or trainmaster
"overrides" dispatcher.)

• Radio Miscommunications
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a. Duplicate Engine number: Whencommunicating with locomotives from
"foreign" railroads (i.e., when leasing a locomotive), the dispatcher and train
crew should use both the railroad name and the engine ID as the train number
(initials and number). The communicator can forget to usethe foreign railroad
name and this could lead to the use ofa duplicate train ID. (Engine numbers
from the newly leased trains are similar to the old numbers).

b. Similar sounding train ID's number can be confused or misheard.

c. Changing radio channels can result in forgetting to changeback to the
operating (road) channel. The traincrew could miss information from a defect
detector.

The following two factors were identified as the most importantinfluences on the likelihoodof
dispatcher-caused exceedances:

• Workload.

Factors affecting workload were:

a. Territory size

b. Traffic density

c. Ease with which one can contact train & road crews

d. Mode ofoperation - mixed mode ofoperation is a problem (sharing signal
and DTC).

e. Through traffic vs. local traffic

f. Day ofweek and time ofday:

i. Busy time is the dayshift and first 3 hours of the second shift (work
peaks)

ii. Combine desks for 3rd shift

• Radio Communication

Examples ofradio problems were:

a. Radio communication was identified as a majorsource ofjob stress for
everyone

b. Increased commumcation workload due to verypoor radio reception (common
to ask for repeats 3-6 times on all calls);

c. Bandwidth accessibility is reaching itsupper limits; switching frequencies to
find better reception - too easy not to switch back.

d. Radio traffic problems are more problematic in Spartanburg-August territory
than other territories, butpeople argued thatprofessionalism compensated for
these difficulties.

e. Changing channels can result in forgetting to change back tooperating (road)
channel.
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Analysis

Theworkshop attendees agreed that themost immediately relevant databases were the dispatcher
disciplinary data and the CSXT operating data from FRA. Areview ofthe disciplinary events
indicated that upto 14 events over a period of2 years and 4 months (1999 to April 2001) could
be considered relevant to the scope of this analysis forDTC operations, basedon a review by a
dispatcher supervisor during the qualitative evaluations. Asecond review bythe workshop
attendees indicated that 11 events could be relevant in their opinion. As a result, a flat
distribution was created to represent the annual rateof associated disciplinary events of events
across the CSXT system, with therange of4.7to 6.0peryear and a mean of 5.35/year. The
workshop participants next discussed thepotential for under-reporting (orat least under-
counting—not all events lead to disciplinary actions). The range identified was at least a factor of
2 and ashigh as a factor of4,with the most likely factors of3.This was represented by a normal
distribution having a 5-percentile value of 2 and a 95-percentile value of4, with the mean being
3. Using these values lead tomean estimate ofdispatcher-related events of 16.05 events/year.

Using theFRA data for CSXT operations for the period corresponding tothe disciplinary
database, the total trainoperations was approximately 219 million train-miles, or 89.7 million
trainmiles/year. Using theanalysis in Section 3.4forthecrew-related exceedances, themean
number of train-milesassociated with DTC operations was calculated to be 28.9 million train-
miles/year. This is theexposure rate fortheperiod corresponding to the 16.05 events/year
described above.

The mean rate ofdispatcher-caused events is therefore 16.05/28.9 x 106 per train mile, which
corresponds to5.5 x 10'7 per train mile. Again, based on the analysis inSection 3.4, the mean
number ofmiles/block boundary is 6.34. Therefore, the resulting mean rate is calculated to be 3.5
x 10"* exceedances/block boundary. Based onthe Crystal Ball analysis, the bestfit for the
resulting distribution isa Gamma distribution, with a location parameter of-2.02x 10"6, a scale
parameter of5.12 x 10*8, and a shape parameter of7.73 x 101.

Overspeeding Events

The CBTM system will alert the train crew ifthey are overspeeding, as described in Section 3.1.
Therefore, we includedan analysis ofoverspeeding events in the scope of this study.Two types
ofover-speedingeventswere considered: Permanent and temporary speed restrictions. Examples
ofboth of these are as follows:

• Likely Errors Modes: Permanent Restrictions

a. Train make-up can play a role (e.g., brake profile)

b. Weather and temperaturecan impact braking and visual cues: icing affects
ability to brake, fog affects ability to see signs, etc.

c. Heat orders (Form H) are easy to overlook. Heat orders are issued with train
messages - can get an update online about a heat message effective from 1-
9pm; easy to forget or overlook if the shift started at 6 a.m.

d. Lack ofexperience/familiarity with territory.

e. Equipment restriction (e.g., for particular cars in the consist)
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f. Track topology can contribute to errors. The engineer may increase speed
going down ahill so the train will pick up enough speed to go up the
succeeding hill. This can occur when a helper locomotive is already part ofthe
consist.

g. Equipment problems in the cab can contribute to overspeeding (e.g., speed
indicator). Equipment must be accurate to within 3mph. (supposed to check
once, early aspossible, every trip, bychecking against mileposts)

h. Fatigue, distraction, &complacency can contribute to speeding errors.

• Likelyerrormodes: Temporary Restrictions

a. Notification oftemporary speed restrictions: they will not show up in the
general timetables, onlyin the train order or bulletin order. There can be
hundreds ofthem, all inpaperform - information overload.

b. Train messages - for subdivision

c. Train bulletin for whole run

d. Some temporary speed restrictions are imbedded in an operating rule.
e. Train messages show information good for that train for that trip only; then

they can be tossed.

f. Train messages &bulletin orders are updated en-route bydispatcher over the
radio.

g. Train bulletins are issued quarterly. They cover a lotof territory (up to 100
mile). They contain a lotof information (100's of pages). Thesebulletins can
contribute to workload because theyare difficult to process.

h. Temporary speed restrictions can last foryears. Theywill not show up in the
general timetables; theyonly show up in the train order or bulletin order.

Themostimportant influence foroverspeeding in a permanently restricted section is experience
and knowledge of the territory. Most inadvertent overspeeding events were describedby the
workshop participants as usuallyoccurring in the first 2 years of experience.

The following were described as themost important factors for overspeedingin temporary
restrictions:

• Equipment problems - speedometer, brakes, lights, rear-end markers

• Track problems

• Work authorities - track work

• Rolling equipment (high and wide cars)

• Signal indications (transient restrictions)

• Temporary yardspeed restrictions (not in scope of this analysis)

• Heat restrictions in train ordersor by radio can be very easy to overlook
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Analysis

A total of56 overspeeding events were identified in the train crew disciplinary database over a 4-
year period, corresponding to an annual rate of 14 per year, assessed for DTC operations. These
overspeeding events weredetected and were sufficiently serious to lead to the engineer being
decertified by CSXT. The workshop participants described the most likely range for under
reporting ofoverspeedingevents to be in the range from 2 to 4, with 3 being the most likely. This
was represented by a normal distribution having a mean at 3 and the 5-percentile and 95-
percentile points at 2 and 4 respectively. Therefore, the resulting estimated distribution of
overspeeding events, allowing for the underreporting, is a distribution with a mean of42/year.

In the period corresponding to the disciplinary events, the average number ofCSXT train miles
(excluding yard operations) was 81.5 million train-miles/year. Using the distribution used in the
previous analysis of the relative fraction ofDTC train miles to the total, the corresponding annual
rate is 26.3 million train-miles/year for DTC operations.

Dividing the distribution associated with the overspeeding events by the distribution associated
with the operating experience determines the overall rate per train mile. The result is a
distribution with a mean of1.6 x 10"6 per train mile. However, ASCAP calculates the events on a
per-speed-zone basis. Even though there are differences in the causes ofoverspeeding as
described above, discussions with the workshop participants indicated that the rates of
exceedance would not be very different for permanent and temporary restrictions. Therefore, for
this analysis, both temporary and permanent restrictions could be assessed as equivalent. Based
on information provided by ASCAP, there are 36 permanent speed restrictions, and a variable
number of temporary restrictions. For the McCormick subdivision, workshop participants
estimated the most likelyrange ofspeed restrictions between 3 and 5 at any one time. For the
Spartanburg subdivision, participants estimated the range between 1 and 3. Discrete (integer)
distributions for these two ranges were created, with 5 percent values used for the highest and
lowest limits.

The total length oftrack in the test territory is 120.5 miles. Therefore, the mean number ofmiles
per restriction is the 120dividedby the total numberofrestrictions (representedby the sum of
the permanentrestrictions [36] and the distributions oftemporary restrictions for the two
subdivisions. The mean value of this distribution is 42. The distribution of the number ofmiles

per restriction is therefore 120.5 divided by the distribution of the number ofspeed restrictions,
and has a mean of2.87 miles. Using this as the mean distance for restrictions, the calculated rate
for exceedances per restriction isadistribution with a mean of4.61 x 10"6 exceedances per speed
restriction.

Switches

In this event, a trainover-runs a wrongly positioned switch and is at risk for derailing or causing
equipment damage to the track. It requires two separate contributing events: the switch left in the
wrong (unexpected) position, and the train crew failing to stop before over-running the switch.
Both will be analyzed here, since both are represented in ASCAP.
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I. Manual Switch in Wrong Position

Scope of Analysis:

• Rule book violation:

a. For train crew leaving in wrong position is violation of rule book rule 104F;

b. For dispatchers not protecting the switch in wrong position is violationofrule
539 in the rulebook.

• Trains typically travel around 10 mph into a siding through a switch (maximumspeed
is 15 miles per hour, but for a train entering a siding, the maximum is 10 miles an
hour)

• Taking the diverging route at 3 times the correct speed is a derailment source.

• One concern is that the event may not occur to the first train going over a wrongly
positioned switch in the following direction. It is not unusual that the first train would
go through and may not even know it has run over a wrongly positioned switch. It is
the next train (trailing) that might derail.

• One case to consider is the case where the switchis damaged but the target sign still
reads OK.

• On the Spartanburg - Augusta track all switches are manual except fortwo spring
switches and one self restoring switch

• Trains going north take the siding

• Malfunctioning switches (e.g., with a gap - not fully closed) are not includedin the
analysis

Discussion

What is the chanceof leaving the switch in wrong position?

• In general it is not uncommon

• With a 2-man crew that is in the cab (there is no caboose), it means that the conductor
can have to walk a long distance (as much as 150 cars lengths) to get back to the cab.

a. This is time consuming, delaying movement ofthe train

b. Alsophysically strenuous, and for older conductors it maybe difficult.

• Sometimes a train crewin a siding will leave a switch behind in thereverse position if
theyhave verbal agreement with the conductor of anothertrain that they will re-align
the switch (based on radio communication between the conductorsof the two trains.)

a. Facing train (e.g., Southbound) volunteers to switch it (based on radio
communication between the two train crews)

b. Dispatcher indicates that anothertrain (e.g., trailing north bound train) will be
following into the siding
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• It was estimated that approximately a third of the time when a train goes
into a siding, another train is following it into the siding

• While it is not the established operating procedure, there appearsto be evolving an
acceptance ofthe practice of allowing train crews to re-align switches for each other:

a. Conductors will only leave a switch in the reverseposition if they get positive
confirmation from the other train crew (via radio communication) that they
will re-align the switch for them (the train either following or meeting).

b. Participants indicated that there is a question whethera crew can release a
block behind the train with switches not re-aligned.

c. The CSXT rule is that the train should not release a block until the switch is

restored. Specifically, rule 104 F allows giving up responsibilityto another
crew to re-align the switch but cannot give up the block until the switch is
switched back to the correct position.

• For the trailing train (following move), they cannot do it without violating
this rule

• For train coming toward you, the other crew can legally re-align the switch
via rule 104 F - but not for trains that are following.

d. The problem is that the first conductor is legally responsible; however, for
productivity reasons, they need to rely on their fellow conductors.

e. Also, sometimes things change. Sometimes, the conductor will have to walk
all the way back from the cab to re-align the switch and then walk all the way
back to the cab (instead ofgetting off the cab at the location of the switch in
the first place)

• Under rule 539, a dispatcher is permitted to let a train crew leave a switch in the
wrongposition as long as the dispatcherprotects it. However, this rule is supposedto
be used only in emergencies, and conductors and locomotive engineers indicated that
it is very rarely used.

Factors that contribute to leaving the switch in the wrong position:
• Miscommunication (e.g., poor radio reception)

• Conductor-to-conductor communication occurs over the radio. Conductors are not

allowed to use a cell phone for communication between conductors

• Distraction - leading to forgetting

• Changing plans (e.g., there is supposed to be a following train, but then plans change)

• Convenience/Productivity (time spent walking):

Bad weather, long walk, poor path for walking

• Mechanical difficulty? Experienced conductors can 'feel' that the switch is not
operatingproperly; they are familiar with failure modes and the way a properly
operating manual switch feels. In addition, they must look at the switchpoints to
confirm that they are closed.
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Analysis

None of the databases available for the workshopprovided useful data for this analysis.
Therefore, the inputs from the workshop participants—particularly those with current relevant
experience (the engineers and conductors on the route)—were the primary inputs, as follows:

• One individual recalled two casesthatoccuned in the Augusta- Spartanburgterritory
where a switchwas left in the reverse position in the last 8 to 12 years. One case
involved a miscommunication between a roadway crew and a conductor. In his
recollection in both cases, the oncoming train discovered it but had enough time to
stop. One occurred at night and oneoccurredduring the daytime.

• A second individual indicated thathe personally ran over one reverse switch (he
stopped and reported it) in his 25-yearcareer.

• It was noted that maintenance records might be under-counted because the
maintenance crew can fix a switch (that broke when a train ran over a switch in the
wrong position) so it would not need to be replaced.

• It was noted that Certification Data Base cannot be used to estimate how often

switches are left in thewrong position, because it is conductors whoare responsible
for aligning switches, and they are not included in the Certification Data Base.

• It was alsonotedthat since twoperson crewoperation has onlybeen in place for the
past 10 years,we can onlydraw on data and experiencefrom the last ten years of
operation.

The workshop facilitators drew a graph for the probability distribution of a switch being left in
thewrong position. It represented theprobability that a switch would be left in the wrong
position once ina period ofN, where Nwas 6 months, 1year, 5 years, and 10years. The graph
showed theprobability at 0 for6 months then rising andstaying flat for 1 yearto 2.5 years
(interpreted as 'plausible')then falling again to zero at 5 years. Therewasno dissentby the
participants, whofelt that approximately onceper yearper switchwas reasonable for other
segments oftrack with a similar number oftrains.

Based on this distribution and there being 7,098 trains peryear traveling through the test territory
(seeSection 3.4), thedistribution of the hkelihood of a switch beingin the wrongposition at the
time a train approaches has a mean value of1.29 x 10"4 pertrain.

II. Train Runs Through Wrongly Positioned Switch

Discussion

• The consequences maydepend onwhether trainis "following" vs. "facing" the
switch, though for thisanalysis, theevent of concern isjust running through a
wrongly positioned switch

• At track speed, theprobability will depend onwhether the crewcan see the target in
time to stop. The likelihood will depend on if thetrain speed is slowenough, the
terrain isat the right grade and with the right load, and thecrew cansee far enough
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The target position isthe major cue relied on to tell whether the switch is in the
correct position:

a. If the target looks right (target is green for the switch aligned to themain line
and red for being aligned to the siding), the crew will assume that the switch
will be normal

b. Thecrew canalso check the switch position by looking at points on the
switches. If the target is in thewrong position (unexpected position), the crew
could look at thepoints to checkswitchposition

Experience also plays an important role. For example, ifthe crew knew what trains
came before, they may build expectations about what position theswitch should be

Targets can bemissing or in the wrong position (different from switch position).
Malicious vandalism is a serious problem (they canbend thetarget intentionally to
show the wrong state)

There are a total of five sidings and therefore 10 switches

a. Ofthe 10switches, theworkshop participants estimated that crewswould be
able to see(at track speed) the targets for3 southbound and 4 northbound
switches (7 of 10)becauseof local track features and layout

b. If a trainis empty, thenthe traincouldgenerally be stoppedin time at these7
switches- but it will depend on the consist

c. Most of time, trainsgoing north are empty (75% oftime) and would be able to
stop

d. If the train was laden, the participants assessed the chance to stop with a load
was 50:50

Experience is a major factor in ability to stop in time.

Applying emergencybrakecan be a derail risk

Brakingdecision depends on the crew's judgment of load:

a. You may not know what is in your load - your braking properly based on
information given to you

b. On a mixed manifest train, the consist information may be incorrect

c. Ice on the rail could be a cohesion problem

On a typical trip:

a. Train can go on 5 sidings on the north bound

b. On the southbound route, a train would typically need to stop 3 to 4 times
(dependson the time ofday)
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Analysis

Case 1 Track speed

Probability that the crew sees the target in time to stop ata 'stoppable' switch when going at
track speed

• The crew are more likely tosee the target atnight than during the day because they
are reflective

• The crew will expect the switch tobein the correct position so they may not notice
that it is in wrong position

• The discussion bytheworkshop participants suggested that thecrew would notice the
target when not distracted 80% ofthe time

In order to stimulate discussions and based on the above discussions, the workshop facilitators
drew agraph for the probability distribution ofprobability offailing tostop ata 'stoppable'
switch. Ithad the highest probability at .2, and sharply decreased tozero below (at .15) and above
(at .3). There was nodissent by the workshop participants. This triangular distribution has a
mean value of 0.22.

The probability for failing to stop at the "unstoppable" switches is 1.0, bydefinition.
Case 2: Slow speed

The trainwould be traveling at a slow speed (less than 10miles/hour):

• If it was entering siding

• If it wasstopping 'head to head' (slowing andprepared to stop)

Thepercentage oftime the train will not stop beforerunningover a wronglyswitchin the slow-
speedcasewas consideredto be extremely small by participants,say one chance in 10,000.

Work Zones

Scope of Analysis:

Coveredin analysis:

• Work performed under Rule 707 - preplanned work authority that appears in the train
bulletin

• The error ofconcern is entering the work-zone area during the restricted times (as
specified in the train bulletin) without authority,or being in the area at the start ofthe
specified time

Not covered in analysis:

• Authorizations under Rule 704 are for travel authority or for short-term work and the
dispatcherassigns them. A 704 authority would not appear in the train bulletin, so the
train crew would not know about it unless the dispatcher tells them. In addition, a
train would not be given permission to enter a block where there is a maintenance
crew in it with a Rule 704 authority. As a consequence, violating a 704 authority
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would fall under the category ofentering ablock without authority (analyzed earlier
in Section 3.4).

Discussion

The train crew needs to get permission from the employee-in-charge (EIC) ofthe work-zone to
enter it. This isdone by radio. However, some 707's are an"absolute curfew" with no movement
at all permitted.

Onesituation that canarise is thata train comes to a work-zone before the timewhen the work-
zone authority is activated. In this case, the train isallowed toenter the work zone if the crew
believes itcan get through the work-zone before the time when the work zone authority is
activated.

There are signs for 707 work zones:

• Advanced Warning board (2 miles ahead of theworkzone)

• A temporary stop sign (red) placed at start ofthework zone.

• Rarely, the signs will bemisplaced (Someone mentioned that once the stop sign was
placed where the advanced warning board was supposed to be and vice versa)

The train crew:

• First relies on the train bulletin sheet to identify work zones

• Second wouldsee the advanced warning sign (this is considered an important factor)

• Then see the stopsign(the last protection - but they may not be able to brake in time
once the crew sees the stop sign).

In some cases ifthe train crew cannot reach the EIC, then they can contact the dispatcher who
then tries to reachthe EIC. Ifthe dispatcher cannot reach the EIC, the dispatcher can give the
train crew authority to go through but at the "restricted speed"16 (e.g., incase where the roadway
workers were incapacitated or they left the roadway and forgot to give back the track). This
happens very rarely. One participant mentioned that there are cases where ifyou stopped at the
stop sign for a work-zone you might be blocking a crossing, thereby violating one rule to comply
with another.

MonitoringtheRadio:

Normally, train crewsare on roadway channel unless they go to talk to the dispatcher on dispatch
channel. The traincrew speaks to EIC on the roadway channel. The dispatch channel is the one
used by the train and the dispatcher to give and receive blocks. The EIC may not be monitoring
the dispatch channel—he will be monitoring the roadway channel.

Work gangs listening to radio communications will hear the train crews talking - ifthey hear a
train coming, it can contribute to safety.

Most Likely Error Forms and Factors that Contribute to Errors

16 The "restricted speed" is the speed the train can travel at such that it can be stopped within halfthe distance that
the crew can see, and in no case is it to exceed IS mph.
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1. Multiple "slow" orders in the area and multiple 707 work zones with advanced warning
boards in the location (so the train crew may miss one because ofthe number)

o Workload andmemory load - a lot to keep track of - 3 or 4 707 authorities in
a row

o 707 work zones have been known to overlap. (Overlapping ones do not
happen any more, however.)

o Now it ispossible to have them back-to-back, so if there are many at a time
crews can miss one

2. Distraction - e.g., attention shifts to 'STOP AND FLAG' - especially ifthe crew just had a
near miss at a road crossing

3. Communication

• Hardware: Physical characteristics ofcommunication device (e.g., static on the
radio; weak radio signal).

Roadway workers havethepoorest radios to communicate with.

May stop the train at an area with a dead spot

Could turn the radio down because ofhigh static - so might miss a
message

o Human to Human Communication problems:

Thetrain, in trying to get employee incharge (when having twoback-to-back 707 work
zones) could inadvertently reach the wrong EIC. Itwas mentioned that this issomething
that can happen insome territories but it was considered that it is highly implausible in
thisCSXT territory because in radio communication, the employee incharge is required
to provide theirspecific foreman name and therefore it is less likelyto lead to a
miscommunication.

Expectations - "I'm expectingthe employee in chargeto answerand the personis
supposed to saywhicharea." However, the employees may not be following the
communication procedure or may be having problems with quality ofthe radio.

4. Crew thinks it will clear the affected DTC Block before the work-zone is activated.

o A train is permitted to enter a work zone prior to it becoming activated as long
as the crew believes that they can get through the work zone area before the
time when the work zone will become activated.

o If a train crew thinks it will clear the affected block then it will go in. The
crew may discuss it among themselves before deciding to go in.

This assumes that nothing unforeseen occurs. Thus, an unforeseen circumstance that
delays the passage ofthe train would be a contributing factor

If a train crew realizes that they will not be able to make it through the work zone before it times
in, the train crew may call the EIC to see if they are really going to start on time or willing to let
the train through.

5. Misinterpret location (for less experienced crews)
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o In this territory, it is mainly older experiencedtrain crews. There are mostly
veteran engineers. However, 50% of the conductors are younger conductors
with less than 2 years experience.

6. Intersecting lines. If a work zone is onone line sometimes, trains that are passing through on
an intersecting line may not be aware of the work zone:

o It maynot be in theirbulletin and there may notbe a sign on their line
(because the sign hasbeen placed on thetrack they arecrossing).

o One conductor mentioned that experienced conductors are oftenin thepractice
ofpicking up thebulletins for the intersecting line. However, new conductors
may not. It is not required to do so.

7. Misses red (stop) board
o Same issues and factors as in the case ofmissing a block boundary sign.

Quantification

Datanecessary for this eventwere not available, norwere theattendees knowledgeable of the
likelihood ofthese events. Workshop attendeessuggestedusing the same fraction as for
exceeding DTC block authority

CBTM Applications

The analysis ofthe CBTM system recognized that it is not the purposeofthe CBTM system to
change the way crews operate trains fromthe presentDTC system. Ratherit is intended to be an
"overlay"—thatis, it will enhancesafetyby acting as both a reminderand (ultimately) an
enforcer ofseveral of the rules (such as those related to block entry, speed enforcement and work
zones entry) that currently rely entirelyon manualoperations. A summarydescription ofthe
CBTMsystem is presented in Section3.1. The current CBTMsystemused in the trials is
considered experimental and several parameters have not been optimized. One prominent
example discussedat the workshop was the amount oftime the crew gets a warning indication
before the application ofa "penalty brake." Current experience suggests that under certain
conditions, this can be too short (see the discussion in Appendix A). However, CSXT explained
that this and other operational parameters will be examined after the trial period and the time
betweenthe presentation ofthe warningand the applicationofbraking (and otherbraking
algorithms) will be adjusted.Using this assurance, the workshop attendees elected to analyze the
use ofthe CBTM system assuming that these trial problems will be resolved.

Three events were identified in the workshop discussions as requiring quantification:

1. The crew fails to gain control of the locomotive/train following indication ofa
warning before the penalty brake is applied

2. Train crew over-relies on CBTM (a complacency effect)

3. The train crew enters incorrect consist information into the CBTM system

While a number of different opinions were expressed and evidence offered, there was a general
consensus among the workshop attendees that there has not been sufficient experiencewith the
CBTM system to make confident projections of its potential impact on human performance. The
CSXT local locomotive engineers and conductors who participated in the human factors
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quantification workshop indicated that while theyhave had as muchexperience with CBTM as
anyone, theyhave only had the opportunity to operate a CBTM equipped train a couple oftimes
each. Further, as mentioned earlier, the version ofCBTM that has been field-tested is still in a
prototype phase and would be expected to improve substantially prior to actual implementation.
As a consequence, experience with the prototype version of CBTMis not likely to be
representative ofperformance ofthe finalproduction system.

Giventhat this was theconsensus position at theworkshop, the general recommendation was to
perform sensitivity studies to explore howdifferent assumptions aboutthe impact ofCBTMon
human performance would affect the results ofthe CBTM case.

Theresults foreach of the three individual CBTM issues discussed at theworkshop are
summarized below. In some cases numeric probability estimates were elicited from the workshop
attendees. These estimates arepresented along with the assumptions thatservedas a basis forthe
probability estimates. These probability estimates are recommended as starting points for
sensitivity analyses.

Analysis

1. The crew fails to gain control of the locomotive/train following indication ofa warning before
the penalty brake is applied

In this case, a penalty brake occurs that may have been avoidable.

The workshop participants indicated that the application ofa penaltybrake, itselfhas the
potential for negative consequences. These include:

• It has the potential to cause a derailment

• It may causethe train to stop at an inappropriate location(e.g., on a grade crossing or
on a junction)

• It may cause the train to stop whereit cannotrestart unaided (e.g., a loaded coal train
going up an incline

Because ofthe potential for negative consequences, it is desirable to avoid unnecessary
application ofthe penalty brake.

There are several reasons why the crew may fail to prevent a penalty brake. For example, in the
current trials, the locomotive engineersreport that the time to respond seems short (though it was
noted that CSXT will re-examine this at the end ofthe trials, as discussed above). Second, the
CBTM system does not recognize that dynamic braking is being applied—only the air brakes—
and thereforethe engineermaybe tryingto use one braking system without CBTM "knowing it".

For quantificationpurposes, the workshop participants decided to assume that the production
system would include design changes to avoidsomeof the limitations of the current prototype
CBTM. Specifically, the workshop participants recognized that the CSXT will consider revising
the braking algorithm following the test period. At the same time, the workshop participants
recognized that there are constraints on the lengthof time ofthe warning period because too long
a warning periodwould lead to too manyfalse alarms,and too short a warning period would lead
to too many missed opportunities for the crew to prevent a penalty brake.
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Given the limited testing experience with CBTM and uncertainty in the final design, the
consensus of the participants was that the range of probabilities for failing to respond in time to a
CBTM warning to prevent a penalty brake in the final implemented CBTM system was in the
range of0.1 to 0.01. This was represented by a lognormal distribution with its 5th percentile value
of0.01, and its 95th percentile value of0.1 and is truncated at 1.0. The mean value of this
distribution is 0.04.

Given the uncertainty expressed by the workshop attendees, it was recommended to perform
sensitivity analyses to explore what the impact would be ifthe probability of failing to respond in
time to a CBTM warning to prevent a penalty brake was higher than 10%.

2. The train crew over-relies on CBTM (a complacency effect).

This case relates to the potentiallynegative effects of future over-reliance on CBTM (i.e.,
complacency).

The crew choosing to rely on the effectiveness ofCBTM to control the train would be an
example ofcomplacencyor over-reliance on a control systemfor which it is not intended. As
discussed earlier, such complacency can happen as an unintended consequence ofusing new
technologies. The safety significance ofsuch reliance in this study is that when the CBTM
system fails (as inevitably, if rarely, it will), the consequence will be the event for which CBTM
would ordinarily provide back protection—be it against over-speeding, exceeding an authority,
entering a work zone, or over-running a protected switch.

The probability ofinterest is: P (crew failure|CBTMbelievedby crew to be working, when
CBTMhas actuallyfailed), wherecrew failure could be exceeding block authority, crossingan
improperly positioned switch, or overspeeding, and CBTM failure would be a situation where it
appears to be working, but fails to give warning or stop the train.

At the workshop, the consensuswas that the experiencedcrews on the Augusta-Spartanburg run
wouldoperate underthe philosophy that CBTMshould neveractuate and that their experience
will enable them to avoidnearlyall warnings. That is, theywill push to the limits, but act early
enoughto avoid CBTMwarnings. Under this operatingcondition, complacency will not be an
issue since there is no relianceon and no regular occurrenceofCBTM warnings.

Therefore, for current operation oftheAugusta-Spartanburg run, there is no change in operator
errorprobabilitiesfrom thebasecase analyzed (operations without CBTM).

P (crewfailure\CBTM believed bycrew to be working, when actuallyfailed)

= P (crewfailure\CBTM is workingproperly)
= P (crewfailure\no CBTM); i.e., thebasecasespreviously quantified

Thatis, theprobabilities of crew failures (e.g.,exceeding blockauthority, crossingan improperly
positioned switch, enteringwork zones without authority or overspeeding) would be the same
with CBTM as in the base case.

Note that, for otherruns, otherrailroads, new crews, and changingoperating philosophy, this
condition may well change; if so, crew failures to act may be more likely with CBTM than
without it. Therefore it is suggested by the analysis team that the ASCAP (or any future similar)
analysisperform sensitivitystudies by increasing the base case (i.e., without CBTM) human error
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rates byfactors of2, 5, and 10 and observing the effect on the rates of incidents as modeled by
ASCAP. This information about the corresponding increase in incident rates would provide
CSXT and FRA with information as how important it is to ensure that complacency does not
occur.

3. The crew enters incorrect consist information into the CBTM system

Discussions of this case centered around two situations:

• Intentionally entering incorrect consist information (e.g., to manipulate the CBTM
braking profile)

• Unintentional errors (e.g., a data entry enor by the crew,or an error in the consist
description provided in the paperworkgiven to the train crew)

In principle, entering the wrong consist information could bea way for train crews to effectively
prevent the intended operation ofthe CBTM system without it actually being disabled (a logged
event). The consist information is used to calculate the braking distance (and hence thetime
when the crew should start the braking). Inprinciple, the train crews could fool the CBTM by
entering the wrong consist information todelay the system's warning orthe automatic braking.
This could happen if theengineers felt that the system wasmaking them control the trains too
conservatively, for example.

In addition, it would be possiblefor crews to mistakenly enterthe wrong consist information.
However, there are several ways forthis to be detected or limited. First, the train handling may
feel "wrong" to an experienced engineer. Second, when the trainpassesbythe firstdefect
detector, the system would flag a mismatch against the consist entry if the number of cars did not
match. Third, the CBTM system has error checks built in to limitthe sizeof the input errors.

Aswith theothercasesconsidered with the use ofCBTM in this section, theworkshop
participants felt that while there was a potential for incorrectconsist entryinto CBTM,
there wasnota sufficient experience base to estimate the probability of incorrect entry.
While the participants generallyfelt that intentionallyenteringwrong consistinformation
was unlikely(e.g., because management is likely to impose disciplinaryaction for
deliberatemanipulationof the consist information), no quantification ofthe likelihood
was provided. Asto simple erroneous entryof thewrong data, this wasalso not analyzed
since it was felt that ways existed to detect or prevent a significant unintended error
(summarized above).
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APPENDIX D. GENERAL INTRODUCTION TO PRA

PRA was developed to examine the risks ofrare events, events that do not occur frequently
enough for data analysis to provide meaningful information. The first integratedPRA was the
Nuclear Regulatory Commission's ReactorSafety Study or "Rasmussen Report" (NRC, 1975),
which was published even before the term 'PRA' had been coined. The Reactor Safety Study
introduced the event tree/fault tree methodology that has been so widely used in nuclear power
plant and other process industry PRA. PRA implements analysis that breaks down accidents into
simplerevents for which data exist or that expertshave directexperience with.Theselowerlevel
events are amenable to direct quantification. Over the years, the use ofPRA has been expanded
beyond the characterization ofrisk to provide a full understandingof the contributors to that risk.
This permits active risk management. It allows us to focus on the most important aspectsofrisk
and to optimize the risk management effort. The following general introduction to the ideasof
PRA is taken from previous work of the authors (Bley et al., 1992).

PRA is more than a set oftools for analyzing large systems and calculating a risk parameter. It is
a process for understanding the safety statusofa facility, identifying contributions of people and
specific equipment to safetyproblems,and evaluating potential improvements. At a deeper level,
PRA is really a language for addressing uncertaintyin all engineering applications. Our structure
for all ofPRA is shown schematically in Figure 9 as the set of triplets, {Si, 4, Xj} where Sj

describes a particular scenario, t\ is the frequency ofthat scenario, and Xj is the consequence.

PRA, then, is building the complete list oftriplets; i.e. the set of all Si, 4, and Xj: ({Sj, 4, Xj}).
Identifying the full set oftriplets requires the analystto structurethe scenarios in a waythat is
complete and is organized to facilitate the analysis. Structuring the scenarios is bothan
engineering art requiring experience and a nice sense ofanalysis, and a processdrawing on the
techniques of logic modelingand traditional engineering and scientific mechanistic calculations.

ART
^ LOGIC .,.w-^w...„

UHE SCENAHIOS-j* '̂ MECHANISTIC CALCULATIONS
.™!?}™™ss' tOGICMODELING

<!sl5#j5 Xj*

'raeutKCYAmmoa«etiiTv

(DOTATION OF PROBABILITY

BAYESIAH THINKING*- ^ SSSS!S5Stv«iNa
CALCULATIONS: UPDATING
AMDPROPAGATING UNCESHAMIV

Figure 9. The Language of PRA from Bley et al. (1992)

No matter how finely we partition the space ofscenarios, it is important to recognize that each
scenario reallyrepresents a group ofsimilar sub-scenarios. All membersofeach group must lead
to the same consequence. Ifnot, the group should be broken into smaller subgroups until that is
the case. The calculation ofthe frequency of each scenario must be based on considering all
possible members of the group; i.e. all possible conditions that might exist under eachscenario.
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The calculation of the consequences, the Xj, relies on traditional, mechanistic calculations from
the engineeringdisciplines but is distinguished in that consequences frommany more cases are
calculated than in other approaches. The mechanistic calculations [can] include thermal-
hydraulic calculations, electric circuit analysis,... chemical process analysis, and so on. The
logic modeling required to structurethe scenarios traditionally draws on fault trees and event
trees, but other approaches, includingdigraphs and Markov models, are often used. In some
cases, other tools that bridge the gap between logicand mechanistic calculations, such as
simulation models, are especiallyappropriate.

Under the formulationalreadydescribed, we incorporate the ideas ofuncertaintyinto our
calculation ofthe frequency for each individual scenario group. In addressing the uncertaintyof
frequency, it is important to adopta coherentandconsistent approach. The Bayesianmodel
providesjust such an approach, andunderits umbrella, we addressthe issuesof frequency and
probability, elicitationof probability, collection andunderstanding of evidence, and calculations.

Clarityofthoughtregarding the difference between what we call frequency and probability
provides a philosophical framework for understanding a consistent treatment ofuncertainty. The
two concepts are oftenconfused in the literature ofprobability, bothbeingcalledprobability. Let
us say here that frequency is simply the resultof an experiment, be it a real experimentor a
'gedanken' experiment in which wesimply count thenumberoftimes the eventin question
occurs outofthe totalnumber of possible trials or expired time. Probability, then,represents our
stateofknowledge aboutthe realworld frequency. In the literature, whatwe are calling
probability has goneundervarious names, including subjective probability, stateofknowledge
probability, and prevision(deFinetti, 1975;Savage, 1974).Probability, as a measureofwhat is in
our heads rather than a property ofthe physical world, is a measure ofwhat we know and what
we do not know - our complete state ofknowledge.

Ifprobabilityis a personal state ofknowledge, howthen do we determine probabilitiesto use in
PRAs? Letus consider twocases. In the first case, ourstateof knowledge comes directlyfrom
information that has been collected forother applications; for example, we have collected a wide
rangeofequipment failure data from a variety ofpowerplantsaround the world.

From these collected data, we have existing curves showing theplant-to-plant variability of, say,
the failure rate from motor-operated valves. Thisplant-to-plant variability curve shows the
variationin frequency offailure as wemove from plant to plant in a largepopulation. When we
nowask, 'What is theprobability of failure of motor-operated valves at a newplant? Our
probability distribution for the failure rate is numerically identical to theplant-to-plant variability
curve or the frequency variability curve.

In other cases, no such plant-to-plantvariabilitycurve is available. Therefore, we must elicit the
probability from thebest experts available to ourwork. Elicitation ofprobability is something
that is often not done in [PRAs] or not done well. The reasons it is not done well have been
documented by(Hogarth, 1975) and others, and include biases built intothehuman thinking
process such as anchoring, overconfidence, andselective interpretation ofnew data. Careful
techniques must be used to avoid theseproblems.

The last two elements in determining theprobability of frequency of each scenario-collecting and
understanding theevidence, and calculations using Bayes' theorem forupdating probability

110



distributions and propagating uncertainty-are now fairly well established and have been covered
in other papers and reports—see for example, Pickard, Lowe and Garrick, Inc. (1983).

The structured language ofPRA provides a powerful model for addressing safety and
uncertaintyinvolved in all engineered facilities. It provides a framework for organizing a
wide variety of standard mathematical and engineering models to address safety issues
directly.
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APPENDIX E. GUIDELINES FOR HUMAN FACTORS AND

HUMAN RELIABILITY ANALYSES

This appendix is intended to provide a set ofguidelines for performing a human reliability
analysis to insure that the results will be credible, acceptable to the broad set ofstakeholders,
meet accepted standards for human reliability analysis, and able to be integrated into probabilistic
risk assessments.

It is intended to provide guidance for both organizations that are trying to develop an HRA plan
as well as regulatory agencies such as the FRA charged with evaluating an HRA analysis that
may be submitted as part ofa product safety plan.

Four main tasks need to be performed as part ofan HRA:

1. QualitativeEvaluation ofHuman Factors Issues. A human factors analysis of the current
work environment, the new technology, and their impact on human performance. It
requires study ofoperating rules and procedures and available data, as well as direct
observation ofthe work environment. It allows the analysis team to understand the factors
in the current environment that enable errors to be caught and recovered. The goal is to
identify the major sources ofhuman risk and reliability with and without the new system.
During the qualitative analysis, it is essential that the analysts have direct contact with
workers and managers in all aspects ofoperations. The view from the field is often
decidedly different from that held in the central offices; the real-world problems facing
operations and maintenancepersonnel do not always fit the formal procedures and
expectations found in design and operations documents or even those found in incident
reports.

2. Survey ofdatabasesfor HRA sources. Identifycollectionsofdata that may be relevant,
problemsassociated with direct application ofthat data, and ways in which experts in
operations can evaluate and adjust that data to the case at hand.

3. Quantification. The process for quantification always begins with an evaluation ofthe
relevance ofavailable data to the actions underanalysis. When there are gapsor whenthe
dataarenot fully applicable to the caseat hand, a process mustbe selected forresolving
those issues. Thatprocesscan involve correctional calculations, telephone conferences
withexperts in particular areas, smallmeetings focused on single issues, or a large
workshop with all areas ofrequired expertisebroughttogether.

In manycasesthe available data bases are insufficient in themselves to support credible
human reliability estimation, and the quantification is actually performed during a
facilitated workshop that includesexperts in PRAandHRA,experts in system design,
andpeople with extensive experience in railroad operations. In this setting, theexperts
withdeepexperience in operations examine the models and assumptions to ensure that
theyrepresent the system as it is (or will be) operated. Next, experts in analysis and
operations jointlyexamine the available data andagree howit is best used. Finally, for
many events there will be no relevant tabulated data, in such cases, the facilitators must
elicitthebestavailable evidence from the experience of the experts in operations and
design. Together theydirectlyassess the parameters of interest. One advantage of the
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workshop approach is that all interested parties participate and "buy into" the process and
the results. If they are not present orrepresented, they often resist believing that their
points ofview were considered. Another advantage is that the evaluators have ready
sources of information on issues that affect their evaluations. Still another is that all the
evaluators develop a common base ofknowledge together. The primary disadvantage is
thecostof assembling thegroup and finding mutually agreeable time. This costis offset
to the extent that review by interested parties not participating inthe quantification
process and changes that evolve during that review process can belengthy and difficult.

Whatever approach is used toresolve difficulties inthe data, it is important toinclude a
quantification ofthe range ofuncertainty in all estimates, both calculated and directly
assessed.

4. Documentprocess &issues in application. Finally, topermit review andlater
understanding of the details ofthequantification, all results and processes must be well
documented, providing the bases for all estimates. This isespecially important and
difficult for those cases based on expert judgment: who were the experts; why should we
believe them; what were they asked; how was it asked; how did they respond; how were
their responses interpreted; and finally did they concur in the analysts' use oftheir
information?

The following are recommendations for how to conduct the HRA tasks that are based on the
'lessons learned' from the presentCBTMstudy.

1. Use anHRA team that includes members experienced in performing human factors
studies, human reliability analyses, probabilistic risk assessments and group facilitation
techniques

2. Ensure that themodeling of human failure events and unsafe actions is at compatible
levels inthePRA and HRA tasks, preferably at the level ofavailable data and experience

3. Ensure that thedatasources (databases, expert judgment or a combination) aresuitable
for thetasks andassociated errors thatarebeing analyzed, andthatgapsormismatches
are identified and allowed for in the analysis

4. Ensure thatqualitative human-factors analyses of the tasks areexplored withpeople
experienced in using the systems involved. These should include interviews with workers
using the systems (in the case of existing systems) or arethe target usersof the system (in
the caseof new technologies that are still underdevelopment), and their trainers and
supervisors, so that all levels ofexperience are included

5. The use ofexpert elicitation methods, when required, should take into account known
biases andother limitations of expert judgment. As far as is practical, experts should
express theiropinions in termsofrangesratherthan singlepoint values

6. Inputs should be selectedfrom as broad a range ofstakeholders as possible so that the
analysis takes into account a wide range of perspectives. However, quantitative inputs
should onlybe accepted during the elicitation process from people with relevant operating
experience
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7. The results of the analyses should be reviewedby as broad a range ofstakeholders as
possible to ensure that the broadest possiblegroupwill support the results.
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