
INTRODUCTION

The Problem and the Approach

Driver distraction as a research topic is cur-
rently popular, for good reason. Automobiles
and trucks are undergoing large changes in
terms of the new sensor, computer, and com-
munication technology they incorporate. As
part of this change within the industry, there is
now momentum to add driver-interactive in-
formation technology (IT) to the vehicle. This
is not only to increase safety and make vehicle
control more reliable (so-called safety-enhancing
technology) but also to entertain the driver and
passengers on long trips or traffic-snarled com-
mutes and to provide an increased capability to
do work other than driving the vehicle. The con-
cern is whether such technology compromises
safety. Cell telephone communication is now
extensive, and E-mail and other forms of com-
puter interaction are not far behind. So the cur-
rent concern for the safety impacts of driver
distraction attributable to new IT devices is not
an imagined problem: It is real. Both crash data

and experimental research have already pointed
to the evidence.

But what is driver distraction, and how well
is it understood? This paper develops a defini-
tion of driver distraction, discusses its elements
from the viewpoint of control engineering, and
offers a framework for analysis.

Distraction of the human controller of a high-
way vehicle is regarded as a disturbance at 
various points in a classical feedback loop rep-
resentation of control of a vehicle. The type and
locus of the disturbance are determiners of the
vehicle response, as are the frequency and dura-
tion of attention away from the driving task.
Operationally, if there is no effect of distraction
on control, there is no distraction.

I start with a continuous classical control
model. The relevance of some advanced con-
trol concepts, such as discrete sampling, preview,
and internal modeling, are then related to the
sensory and cognitive aspects of distraction.

No claim is made that this framework will
fill all needs. Rather, it is suggested as an alter-
native that emphasizes the dynamics of driving
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performance as a function of particular attribut-
es of distraction. However, unlike several com-
plex qualitative models of distraction causality
and effects on performance, the proposed con-
trol model is sufficiently simple and explicit to
have a degree of predictive capability.

Many terms are currently in use by human
factors practitioners to refer to aspects of hu-
man behavior in controlling a vehicle or process,
and most seem somehow related to distraction.
Some are older terms from psychology, such as
attention. Others are newer and currently in
vogue, such as mental workload and situation
awareness. This report seeks to interrelate sev-
eral such relevant terms in the vehicle driving
distraction context.

Background of Driver Distraction

Driver distraction is currently attracting con-
siderable attention in the highway safety research
community (Anderson, Abdalla, Pomietto, Gold-
berg, & Clement, 2001; Cole & Hughes, 1988).
Vehicle crash databases have revealed much
information pointing to the negative effects of
distraction on safety. Wang, Knipling, and Good-
man (1996) estimated from government crash
databases that 12% of crashes involve what
they called distraction and 9% were in a catego-
ry called looked but did not see. Stutts, Rein-
furt, Staplin, and Rodgman (2001) reviewed the
same databases 5 years later and estimated that
49% of drivers in crashes had been inattentive,
of which 8% were distracted and 5% looked
but did not see. (The numerical differences may
be attributable to differences in subjective inter-
pretation of data.)

Eye movement measurement is probably the
most popular way to measure distraction (Liu &
Pentland, 1997). Other studies have explicitly
looked at side tasks within the vehicle (Han-
cock, 1999; Horrey & Wickens, 2002; Lee,
Caven, Haake, & Brown, 2001; Lee, McGehee,
Brown, & Reyes, 2002). The National Highway
Traffic Safety Administration (NHTSA) has
sponsored several national forums on the topic
of driver distraction (Llaneras, 2000).

Some terms found in the literature seem to
relate to driver distraction positively and some
negatively. For example, attention, alertness,
vigilance, focus, and situation awareness are
positive, whereas mental load, stress, fatigue,

and drowsiness are negative. None of these
terms means the same thing as another; there
are connotations that are different but subtle.
It is tacitly assumed that the reader of papers in
the literature understands the meaning of these
terms, but meetings on the topic evidence confu-
sion and lack of operational definition. Contin-
uing efforts are needed to clarify their meanings
and discriminate among them.

Attention and focus are the two terms that
have been most closely associated with distrac-
tion. M. Goodman (personal communication,
2002) contends that there can be many tax-
onomies, so to seek universal acceptance on one
taxonomy or definition may be fruitless: It is
sufficient to operationally define distraction in
the context of a particular study. The National
Highway Traffic Safety Administration (NHTSA)
has sometimes found it convenient to separate
distraction attributable to fatigue, drowsiness,
or sleepiness from the “looked but did not see”
phenomenon in partitioning crash data.

Let driver distraction be defined as a process
or condition that draws away driver attention,
thereby disturbing driving control. Justification
for such a definition might be found in the Web-
ster’s Third New International Dictionary (1965)
definition: from the Latin dis (apart) + trahere
(draw or pull), “to draw or cause to turn away
from an original position, goal, purpose, direc-
tion, association or interest.” Webster’s listed
synonyms are divide, separate, harass, and con-
found. Roget’s International Thesaurus (1977)
lists other synonyms: discompose, disincline, di-
vert. From the Fernald (1947) book of synonyms
the terms disturb, perturb, remove, detach, steal,
withdraw, purloin, and confuse can be added.
All of these terms imply compromise in safety
and also connote what disturbance means to a
control engineer, in terms of its effect on sys-
tem performance.

Current research in driver distraction es-
sentially looks at an array of factors that are
lumped together as distractors because they re-
sult in diminished driving performance (and
bring the vehicle closer to collision with other
vehicles, roadside objects, or pedestrians). Eye
movements and braking/steering response are
currently regarded as the “gold standard” of
distraction-dependent measures of system per-
formance.
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A CONTROL THEORY FRAMEWORK OF
MINIMAL FUNCTIONAL ELEMENTS

The framework suggested for considering
driver distraction is that of the conventional con-
trol loop; see Figure 1.

The idea of a control model is not new to driv-
ing research. The continuous functions of lane
and headway keeping have long been modeled
using dynamic models (Allen, Rosenthal, Apon-
so, et al., 1998; Allen, Rosenthal, & Christos,
1998; Levison, 1993, 1998). Discrete maneu-
vers, although obviously differing from lane
keeping, have long been recognized as subsum-
ing continuous control (Michon, 1993). Com-
puter algorithm-based models have also been
applied to driving (Anderson & Lebiere, 1998).
Jagacinski and Flach (2003) provided an intro-
ductory text in control aimed at nonengineers.

Figure 1 shows five blocks of the proposed
model designated by boldface letters:

1. The intending block, I, generates a priority-
ordered sequence of near-term driving goals: a
time variable I (whether safe or foolishly unsafe,

and on whatever time scale is convenient) to
follow a given lane, maintain a certain speed,
maintain a certain distance behind a lead car,
pass, perform a turning maneuver, and so forth.
I constitutes the “original position” in Webster’s
definition of distraction. One can assume that
no matter what additional tasks the driver un-
dertakes while driving, the basic intention re-
mains to drive safely. I* represents a driving goal
modification, such as a sudden demand to make
a right turn from a left lane or to return home
because something was forgotten. It is shown
dashed in the figure because (as is implied later)
such an input cannot be treated as a small per-
turbation in a continuous stream of signals but,
rather, amounts to reprogramming. Driver ac-
tions to tune the radio, get navigation infor-
mation, make a cell phone call, eat a sandwich,
or carry on a discussion with a passenger are
regarded as disturbances not to I but to other
blocks. The Intention block also includes the
criteria (trade-off or objective function) for re-
ordering the driving goals, based on observation
and prediction of environmental events. This
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Figure 1. The functions essential for safe driving as elements of a control system. Blocks I, S, and D (in bold-
face) represent input-output transfer functions of the active human driver. I, S, and D represent their corre-
sponding output variables (vectors of several components). I*, S*, and D* represent their corresponding
disturbance (distraction) variables. The output V of the vehicle (relative to the environment) is the system
state, and the disturbance to the vehicle is V*. G and G′ represent the secondary motor loop necessary to
control sensor orientation. The block A represents the human body’s mechanisms to effect activation (alert-
ness, energy) with corresponding disturbance A*.
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block provides an independent input to the de-
ciding block, D, and thence to the remainder
of the control loop.

2. The sensing block, S, represents all of what
the nervous system does (through visual, audi-
tory, or tactile receptors) to extract information
from its environment about the current situa-
tion in relation to the intention. This block is al-
so shown as being in an inner closed loop, GG′,
to direct the head and eye muscles to point the
eye gaze and to focus in particular directions.
This loop can also command the head to turn
to provide the ears best access or the hands and
feet to enable desired tactile access. These sen-
sors in turn send to D what they garner from
the environment (i.e., the previewed “situation”
S). Some zone of previewed situation awareness
is assumed (depicted in Figure 2) that allows D
to set the appropriate vehicle course. Sheridan
(1970) has proposed algorithms for how such
preview might operate. S* represents various ex-
ternal disturbances to sensing, such as visual
masking (e.g., glare, dirty windshield), external
visual distractions by the roadway, and visual at-
tention demanded to interior objects (the car
radio, navigation system displays, a dropped ob-
ject, a passenger question, etc.), as well as audi-
tory masking that prevents awareness of engine
speed or auditory warnings.

3. The deciding block, D, represents the cog-
nitive processing of salient sensed information
S relative to intentions I, to determine what ac-
tion to take on the steering wheel or foot con-
trols to control the vehicle. In a control approach
more advanced than the initial “classical” or
“error-nulling” control model, this block incor-
porates a mental model capable of predicting
near-future states of the vehicle relative to ob-

served environmental events. How that func-
tions will be described in more detail. The D
block also includes extraneous mental tasks
that may preoccupy the driver based on distur-
bances D*, including mental workload of coping
with internal devices (e.g., cell phone use, pas-
senger conversations).

4. The vehicle block, V, represents the phys-
ical dynamics of the vehicle relative to the road-
way environment. V might also include the
passive mechanical dynamics of the driver’s
limbs being positioned to operate the vehicle
controls. V* represents those driver limb control
actions or the assumption of body positions
required, for example, to tune the radio, manip-
ulate a sandwich, or deal with a child, which
disturb or constrain the driver’s ability to steer
and brake.

5. The activation block, A, represents the
biochemical and neurological functions neces-
sary to maintain the body, especially the nervous
system, to keep it awake, alert, motivated, and
healthy. A* represents extraneous disturbances
to this functioning, with the dotted line repre-
senting operation with long time constants the
same as I*.

It seems safe to assert that these five blocks
constitute a set of mutually exclusive and collec-
tively exhaustive elements to characterize human
control of a machine or environmental object.
Now consider the properties of a control per-
spective that make it attractive as a framework
for driver distraction research.

MODEL PROPERTIES USEFUL FOR 
DRIVER DISTRACTION RESEARCH

The most commonly accepted dependent
variable for driver distraction research is vehicle
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Figure 2. Assumed zone of situation awareness.
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performance (braking and steering) relative to
the roadway environment, and the same is true
with the control model. Control performance is
usually categorized into (a) transient response
(time to regain ideal target tracking, bias or off-
set, and overshoot) and (b) continuous or steady-
state response (tracking error, bias, undesirable
oscillations, and instability).

These dependent variable properties are a
function of the gains (sensitivity) from input to
output of each block, the time delays of signals
passing through each block, and whether the
process is continuous in time or discontinuous
(sampled at discrete intervals). These proper-
ties have counterparts in the driver distraction
context.

The first approximation to any control model
of a dynamic process is linearity, and for many
simple sensory motor tasks, especially where
there are continual small changes in stimulus
and response (lane and headway tracking), the
linear model has been shown to account for
more than 90% of the variability (Sheridan &
Ferrell, 1974). Figure 3 shows a conventional
closed control loop, where forward loop A and
feedback loop B may both have properties of
gain, time delay, and sampling. In general, dy-
namic properties are such that the gain changes
(it usually diminishes) as frequency increases.
If the forward gain of A is large, the feedback
measurement B is good (close to gain of one),
and the AB combined delay is nil, then output
A tracks the reference input R almost perfectly.
That also means that if R input is a disturbance,
then that disturbance will show up in the out-
put. Further, if at any frequency the delay causes

a 180° phase lag of the output relative to the in-
put and the combined AB gain exceeds one, the
loop goes unstable. In such a case, what is nor-
mally negative feedback becomes positive feed-
back. Then any energy that gets into such a loop
will be reinforced each time around the loop and
will increase without bound. This is the classic
definition of instability.

Such instability can occur when reaction times
in D are long. For example, DeFerrari (1961)
showed that in highway driving after 24 hr of
sleep deprivation with a transient V* disturbance
experimentally added to the steering system (to
simulate a wind gust), the drivers’ reaction
times increased and so did their control gains,
predictably causing violent and semiunstable
steering.

Vehicle response to a disturbance intro-
duced at various points in the loop of Figure 1
will differ, depending on where the disturbance
is introduced. The resultant response will be
determined by the transfer functions at the
right of Figure 3. S embodies both position
and rate sensitivity and to a first approxima-
tion is 1 + Kss, where Ks is the rate sensitivity
coefficient and s is the Laplace transform oper-
ator signifying time derivative. Similarly, D can
be approximated as a simple coefficient Kd.
However, it should be noted that Kd is the one
parameter that has been shown to be adaptive
(i.e., it can be adjusted by the driver to provide
the best dynamic response; Sheridan, 1961).
Finally, V can be approximated as either Kv/s2,
a double integration (steering wheel position to
vehicle lateral position), or Kv/s, a single inte-
gration (accelerator pedal position to vehicle

R         A
        A=A(R-BA), so A= [A / (1+AB)] R 

          B 
Similarly: 
1) Vehicle response to S*:  V = [SDV / (1+SDV] S* 
2) Vehicle response to D*:  V = [DV / (1+SDV)] D* 
3) Vehicle response to V*:  V = [V / (1+SDV)] V*  

A 
 FORWARD 
DYNAMICS 

B 
 FEEDBACK 
DYNAMICS 

Figure 3. Classical control loop with linear dynamic elements (left). R is reference (independent) input. A is the
system (dependent) output. Transfer function is shown at right (top), with implied transfer functions (1, 2, 3)
for Figure 1 when neural delay τ is neglected.
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speed), where Kv is the integration rate coeffi-
cient characteristic of the vehicle steering sys-
tem in the first case or acceleration in the
second case. Thus for steering SDV is approxi-
mately (1 + Kss)KdKv/s2. (To model human
control, a pure time delay τ, in Laplace nota-
tion exp[–τs], is usually added to account for
the refractory period of the nervous system).

From algebraic transform manipulations
one can derive that the closed loop denominator
of Equations 1, 2, and 3 in Figure 3 are second
order, meaning that there can be oscillations in
vehicle response with damping increasing as
Ks/KdKv increases. With sufficient damping or
after an oscillatory transient dies out, the steady-
state transfer functions can be shown to be (a)
V/S* = (1 + Kss), (b) V/D* = 1, and (c) V/V* =
(1/Kd), respectively. This implies that a sudden
S* disturbance will show up in vehicle response
amplified both by its suddenness and by rate
sensitivity Ks. A disturbance D* will be manifest
in vehicle response as though it were an inten-
tion. The effect of a V* disturbance on vehicle
response will be reduced as Kd increases.

These results mean that erratic driver behav-
ior will produce the most erratic vehicle response
when the vehicle has small mass and sensitive
(high-gain) steering, less when the vehicle is
large and the steering more sluggish. All three
closed-loop transfer functions approach infinity
(instability) when combined loop delay is such
that AB (or SDV) approaches –1. The lack of
vestibular cues in fixed-base driving simulators
means that D lacks the first and second time
derivative information necessary to anticipate,
resulting in the familiar lane-tracking overshoot
problem.

In classical control only the current goal state
(e.g., where the vehicle is now) is given, and al-
though time derivatives can be calculated there
is no capability to preview actual future input
goal states. More “intelligent” control systems
(e.g., for autonomous vehicles or robots as well
as drivers) have sensors that can not only sense
time derivatives but also actually look ahead to
upcoming pathways or obstacles and make an-
ticipatory control responses. Goal states are or-
dered based on “if-then” rules in the computer
controller and known vehicle dynamics. (No
human dares to drive a vehicle while looking
at the road edge alongside the vehicle and not

looking ahead.) Such look-ahead control is
called “preview control.” Preview enables the
driver to plan, before actually starting, an ideal
reference trajectory (set of intentions). For
example, in a passing maneuver a trade-off is
necessary between allowing room to pass the
lead vehicle and getting back in the lane in time
to avoid an oncoming vehicle. Such a preview
maneuver can be modeled by various optimiza-
tion techniques, such as dynamic programming
(Sheridan, 1966). The farther ahead the driver
can preview, the smoother the response (up to
a point of no further advantage).

ATTENDING TO NONDRIVING TASKS AS
CONTROL DISTURBANCE

For single tasks requiring coordination of
sensors and limbs, the multiplicity of sensory
control loops (both gaze and head motion) and
of limb control loops (hands on the steering
wheel and feet on the pedals) causes no prob-
lem. We humans have evolved the ability to
control our external sensors and our limbs in a
coordinated fashion, as is abundantly evident
in watching any athlete and is well established in
the human control literature (Sheridan & Fer-
rell, 1974). However, the competition of sensory
and motor resources for multiple simultaneous
unrelated tasks (driving plus other tasks extra-
neous to driving) does pose a problem, and that
of course is what driving distraction research 
is about.

The notion of being able to attend to but one
thing at a time, in psychology called the single
channel hypothesis (Welford, 1952), is contro-
versial. Meyer and Kieras (1997) and Pashler
(1998) have reviewed the various theories sur-
rounding this idea. For simple and well-learned
tasks that do not overlap common sensory, mo-
tor, or cognitive resources (e.g., walking and
chewing gum), doing both tasks simultaneously
is obviously easy, whereas for complex tasks in
which these resources do conflict, there is evi-
dent interference and even breakdown. Wickens
(1984, 2002) has dealt with this problem in
terms of whether or not limited sensory, cogni-
tive, and motor resources are in competition.

When the same resources are in competi-
tion, the simplest assumption for change be-
tween driving and nondriving tasks is that when
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appropriate criteria are met for one task, the
driver makes a clean switch of sensing or decid-
ing resources (or both) to the other task, allow-
ing the one “not connected” to be unattended
for some short period. This is represented in Fi-
gure 4 as a switch (a substitution) of S and/or
D from the vehicle or “driving” block on the
right of Figure 4 to the “nondriving” block. The
switch logic is presumably effected by additional
cognitive capability of the D block plus the GG′
control coordination with sensing in Figure 1.

Thus it would appear that if the vehicle is
well under control and no conflict is predicted
from the look-ahead, a goal of “tune radio” may
be bumped to top priority and the vehicle con-
trol loops will be opened briefly. (It is not claimed
that the control framework models this switch-
ing logic.) If a hazard is predicted, or if sufficient
time has elapsed by the criteria of the intention,
another goal (e.g., car-following) may bump
back to top priority and vehicle control loops
will be reclosed.

In control theory there are several ways to
model this phenomenon of switching or loop-
opening process. From a preview control per-
spective, ignoring the preview for some time
interval is equivalent to a transient disturbance,
in which S* cancels V for some period and the
best D can do is hold the last input as a constant
until the sensory connection is reestablished,
producing a transient response. Because this is
equivalent to opening the feedback loop from V,
the resulting “blind” open-loop control through
D and V could easily drive the vehicle off the
road or produce an inappropriate speed, leading
to a crash.

Several authors have tackled this attention
allocation problem as a problem in sampling
strategy (Kahneman, 1973). A somewhat intu-
itive notion is that the frequency of sampling

of each of two or more dynamic processes should
be proportional to the bandwidth (maximum
speed of change) of that process, provided each
is of equal importance. This can be proven easi-
ly, as can the fact that sampling at a rate greater
than once for every half cycle of the highest
frequency (the Nyquist interval) is pointless:
All the information is there. Senders (1964)
showed that people do tend to follow this sam-
pling rule for sharing observations between
well-known processes. Sheridan (1970) suggest-
ed an algorithm for optimizing sampling based
on the relative costs of error for each process
and the mental effort cost of taking the sample.
A serious problem concerns sampling in the
case of events or processes with unknown (i.e.,
unpredictable) bandwidths.

Whether a particular distraction actually
diminishes safety to any measurable extent clear-
ly depends on the switching criteria and sam-
pling strategy (period and frequency) as well
as on unexpected events that occur when at-
tention is not on driving. Intentional sampling
rate increases with speed and traffic density
and decreases with lane width, as shown by the
Senders, Kristofferson, Levison, Dietrich, and
Ward (1967) experiments in which the driver
controlled speed in actual highway driving while
regular visual sampling opportunities were
paced voluntarily by a helmet occlusion device.
Mourant and Ge (1997) and Courage, Milgram,
and Smiley (2000) got similar results using liq-
uid crystal occlusion in eye glasses. Wierwille
(1993) proposed a model of driver visual sam-
pling in which the driver starts with a 1-s sample
and evaluates the situation; then, if the driver
decides it is safe, he or she lengthens the same
sample to 1.5 s and then returns to forward
view. The implication is that periodic sampling
can be safe if the statistics of the stimuli are
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Figure 4. The switch of attention between driving and nondriving tasks.
 at MASSACHUSETTS INST OF TECH on August 12, 2010hfs.sagepub.comDownloaded from 

http://hfs.sagepub.com/


594 Winter 2004 – Human Factors 

regular or at least well known, but sudden, un-
expected events do happen in driving that make
visual sampling risky.

The foregoing discussion treats distraction
as an exogenous time variable or, equivalently, as
a sampling disruption but does not apply the
control model to the distracting task itself.
Clearly, diversion of the gaze away from the
road to something internal to the vehicle, move-
ment of the limbs to operate internal devices,
control of speech in conversation over a cell
phone or with a passenger, and even cognitive
“running of mental models” could all be treated
as some form of feedback control. The difficulty
is that these activities are very complex, surely
not linear, and hardly amenable to the simple
model that has been shown to be feasible for
lateral and longitudinal control of the vehicle.
Treating the distraction as a disturbance seems
much more straightforward. However, examina-
tion of control performance on the “distracting”
task might well be the subject of future research.

FURTHER IMPLICATIONS FOR
RESEARCH

Experiments on Intending, Sensing, and
Their Coupling

It is important to consider that the intention
variable I and the sensing variable S are both
inputs to the control decision block D. The dif-
ference is that I is willed (voluntary) whereas S
is not – the latter is the best available measure
of reality, at least in classical “error-nulling”
control. (In the next section an extension of
classical control is described involving use of an
internal model to combine what one sees hap-
pening with what one expects to happen based
on immediate past control actions.)

How can intention and sensing interact? A
sudden change of intention (e.g., lane change)
without sufficient consideration to sensing (e.g.,
of an overtaking vehicle in the new lane) pro-
duces an instant (I – S) error and is a recipe
for disaster. The effects of impulsive intention
changes are not so different from sudden sens-
ing changes (e.g., dirt splashed on the wind-
shield, blocking the driver’s view). If the driver
imposes an intention change (e.g., assume a
lane change to the right) at the same time a sud-
den problem occurs with sensing (e.g., the dis-
covery that the right mirror is set incorrectly 

so that one cannot detect an overtaking vehi-
cle), that clearly compounds the problem. Vi-
sual preoccupation by the driver with some
nondriving task within or even outside the vehi-
cle can similarly exacerbate an intention change.
The history of accidents is fraught with situa-
tions in which more than one requisite condition
went unfulfilled, making recovery with respect
to any one condition virtually impossible. Rea-
son (1990) is credited with the “Swiss cheese”
metaphor, in which each slice in a stack of slices
represents a different defense against failure,
and if the holes in each slice line up with those
in the other slices, failure is a foregone conclu-
sion. The control model therefore suggests that
research is needed in a variety of scenarios on
the problem of sensory overload concurrent with
intention change.

Although intending is necessarily willed by
the driver (or at least voluntarily complied with
if a back-seat driver is calling the shots, this
being one form of I*), what the senses sense in
real driving is partly controlled by the driver
and partly not. Numerous studies have shown
that vision, hearing, and touch sensors cannot
ignore sudden and unexpected changes in the
stimulus, whatever their relevance to the origi-
nal task. For example, Landry, Sheridan, and
Yufik (2001) showed that air traffic controllers
could not help but look at radar images of air-
craft that formed patterns or gestalts, even
though those aircraft, by virtue of their location
on the screen, were irrelevant to the task. Unex-
pected patterned stimuli can easily “grab” atten-
tion. Similarly, in all sensory modalities, sustained
“noise” stimuli of sufficient magnitude are dis-
turbances that will mask perception of patterns
that the human is trying to observe. By contrast,
expected and irrelevant stimuli can be ignored
while the driver focuses on sampling the road
ahead. Research should examine the degree to
which voluntary and involuntary attention 
to nondriving events differ in their effects: The
simple control model would suggest that they
may not, unless the voluntary attention is differ-
ent by virtue of preview (or preconsideration, or
lead time to plan).

Insights From Optimal Control About
Relevant Cognition

The control decision (D) block might give
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further hints of what is important to driver dis-
traction. It can be said that this block represents
driver “cognition,” but that is of little help be-
cause of the imprecision surrounding the term.
However, by looking inside the counterpart
computer controller block in an automatic con-
trol system (Figure 5), one does get some hints,
if computer controller is allowed to mean “op-
timal” or “modern” control, as it is commonly
meant in the control engineering literature and
commonly distinguished from simple error-
nulling control. Optimal control has been used
to model human control in the work of relatively
few authors, such as Kleinman, Baron, and Levi-
son (1970) for airplane pilots, Kok and Stassen
(1980) for ship helmsmen, and Levison (1993,
1998) for drivers. Models in the cited references
come closer to what cognition must include: an
internal (mental) model and the capability to
improve the model based on past results.

The optimal controller works as follows: If
the state V (all the variables salient to the cur-
rent performance, including predicted conflicts)
were known perfectly, along with I (the current-
ly operative goal sequence), a perfect decision
could be made of what control commands to
send out. Here I will not get into the mathemat-
ics of decision calculations relative to tractable
objective functions (available in books on opti-
mal control and decision theory). What is more

important for now is that V cannot be known
perfectly, either in automatic or in human-
controlled systems such as highway vehicles, be-
cause of imperfect sensing, imperfect prediction,
and the inability to keep track of everything
(surely a key problem in driver distraction). So
a best estimate of V is determined as shown in
Figure 5.

The optimal control technique makes use of
a predictive internal modeling approach invent-
ed by Kalman (1960) and now known as an
observer. It makes use of both direct (but im-
perfect) measurement and extrapolation from
a model (also imperfect) of the system being
controlled (e.g., the vehicle in its environ-
ment). It says, “If I cannot get all the necessary
information about V from my sensors, it would
help to input my current commands to both an
internal model of the controlled system as well
as the actual controlled system and compare
the results.” (Utilizing an internal model with
intermittent sensory updates, called “dead reck-
oning,” is what a blind person must do to walk
from one haptic position measurement to anoth-
er.) This is because the internal model itself is
bound to be imperfect, so it is wise to also have
an internal model of the measurement (sensing)
Vest including expected delay and noise, and
then compare the result Sest to the actual sen-
sor output S. For then, insofar as there is any
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 Figure 5. What goes on inside an optimal controller.
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discrepancy (what is predicted to happen does
not actually happen), one can continually refine
(through modification M) the physical system
model.

This technique – combining feedback control
with dead reckoning – has been proven mathe-
matically to be the best that can be done, making
use of both actual data from the environment
and model-based prediction, with an internal
model that is continually refined. It therefore is
a reasonable norm for how human beings can
or do combine sensed data and mental model
extrapolations of their own actions. It goes well
beyond the simple instantaneous-error-nulling
feedback of classical control.

What insights can be gleaned from the inner
workings of the optimal controller relative to
driver distraction? The three model-related
blocks on the left of Figure 5 have important
implications when applied to human drivers
dealing with potential distractors. Insofar as
drivers cannot sample everything that is hap-
pening in the immediate surround and/or inside
the vehicle, they must make assumptions and
short-term predictions of what will happen be-
fore they get another sample. The internal (men-
tal) model of sensing incorporates the driver’s
estimate of his or her own ability to see and
hear what is important in spite of noise condi-
tions that directly distract and therefore com-
promise this function. The internal model of the
controlled physical system incorporates what
the driver knows about how the vehicle will
respond to command inputs. This block corre-
sponds to what is usually referred to as a per-
son’s mental model.

The model refinement block represents how
sensitive the driver is to new information and
discrepancies from what he or she would have
predicted in changing the controlled system
model – in other words, what he or she learns
about the task or situation. The variable M cor-
responds to situation awareness or, more ac-
curately, its inverse. That is, if in the current
situation the driver knows enough (has good
enough internal representations) to make per-
fect predictions of the effects of control actions
relative to the environment, it can be said that
situation awareness is perfect, and M = 0. Inso-
far as any of these cognitive functions is disrupt-
ed by noise, stress, or mental activity unrelated

to driving, the driver’s attention, control, and,
ultimately, safety will be reduced.

Note that the control decision-making block
has two inputs and two outputs. The two out-
puts G (to control the sensors) and D (to control
the vehicle) are two parts of the multidimension-
al control action vector. In the simplest (linear)
case this output vector is an additive function
of the two inputs Vest and I. One can hypothesize
that when the driver is in a learning mode, the
internal model is continually changing and there
is heavy dependence of Vest on sensing of the
actual state and less on exercising a fixed mental
model to predict effects of D. Thus the novice
driver will make many corrective steering mo-
tions in lane tracking. The overconfident novice
driver whose mental model is not so good (M ≠
0) can be in real trouble as he or she attends to
nondriving tasks for any significant period. The
experienced driver, by contrast, may appear to
respond directly to the intended goal (in so-
called open-loop or feed-forward fashion), as
though assuming M to be near zero and using a
confident Vest to exercise smooth control (e.g.,
in a turn) with hardly any steering reversals.

Human response sequences that seem “auto-
matic,” such as stair climbing or hard braking
in emergencies, are characterized in this way.
They seem not to involve conscious use of feed-
back signals (although surely at some low level
of the nervous system there is feedback control
going on). Such feed-forward control of learned
behavior corresponds closely to what Rasmus-
sen (1986) has called skill-based behavior.

It could be useful to study a driver’s ability
to predict the state of the highway environment
after various “blind” time intervals (as though
attention were diverted elsewhere for the peri-
od). This would give some idea of the driver’s
internal modeling capability, which is so im-
portant in maintaining control in safe driving
while coping with other tasks for short periods.

Relation of Distraction to Dynamics,
Automation, and Automatic IT Mitigation

It has already been mentioned that different
vehicles have different V steering and braking
transfer functions and thereby affect perfor-
mance differently, depending on where in the
loop a disturbance (distraction) occurs.

Another property of vehicles not yet discussed
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is their ability to control themselves automati-
cally (cruise control, adaptive cruse control, and
optical lane tracking being examples). Presum-
ably such newer vehicles would be more tolerant
of long distraction intervals than are older ones.
The downside, of course, is that drivers can be
lulled into complacency and then be less atten-
tive to unexpected events.

One purpose of driver distraction research
is to devise systems that either warn the driver
based on potential collision obstacles or attempt
to mitigate distraction by cutting off the radio,
cell phone, or other driver-interactive systems
that may distract. One problem with these is that
designs intended to be mitigating might actually
cause more distraction by annoying and antag-
onizing the driver.

Relation of Distraction to Activation

Drowsiness, fatigue, effects of drugs and al-
cohol, and illness are not being considered as
“distraction” in this paper. However, these fac-
tors will certainly compromise activation of the
brain and nervous system generally and will
therefore adversely affect attention and driver
control. These activation factors are phenomena
sustained over time. They are not manifest as
discrete events in a driving episode (although
their symptoms such as head nods and eye blinks
are). However, as noted earlier relative to the
work of DeFerrari (1961), such factors tend to
change the control parameters of gain and de-
lay. This aspect has seen relatively little atten-
tion in driving research and deserves more.

Relation of Distraction to Mental
Workload

Mental workload is a cognitive phenomenon
that everyone agrees exists, but is not easy to
measure other than subjectively (Moray, 1988).
Some researchers have questioned what driver
distraction has in common with mental work-
load. To what extent are driver distraction and
mental workload really the same? The question
cannot be answered by treating either distrac-
tion or workload as one-dimensional variables.
Wickens’s (1984, 2002) research has shown
that what distraction is depends on whether or
not the sensory, cognitive, or motor resources
demanded by driving are being compromised
by diverting the same resources to nondriving

tasks. If there is no such diversion, there may
be no problem. However, as discussed by Lee
et al. (2002), events that seemingly call for low
workload (to just look at or hear) or no work-
load with respect to driving (because they are
irrelevant to the driving task) can nevertheless
be quite distracting. Examples are a sudden
recollection or mental image or an irrelevant
but very unexpected event outside the vehicle
that “grabs” the driver’s attention.

Unfortunately, in spite of much research ef-
fort, there are no consensually satisfactory mea-
sures of the mental workload involved in coping
with such transient events beyond subjective
report and task performance. (A major reason
for studying mental workload is to predict task
performance breakdown better than would a
measure of task performance itself. Also, phys-
iological indices and secondary task techniques
demand sufficiently long samples and thus will
not work for transient events.) Further, mental
workload can be very high for driving in heavy
traffic in unknown territory in bad weather, and
it would not be said that the driver is distracted
from the driving task in such situations.

So one cannot say that mental workload al-
ways diminishes driving performance. Many
would claim that on boring stretches of high-
way some mental workload helps the driver
stay awake and therefore enhances driving. In
any case, mental workload is the totality of
mental effort applied to execution of tasks (in-
cluding what may distract from driving itself),
and its meaning seems not to characterize the
“pulling away” (of attention) in Webster’s defin-
ition. Mental workload measurement has been
done in aviation research for several decades
by use of subjective scales and physiological
indices that seem not to be measuring distraction
directly. Secondary tasks have also been used to
measure workload, and clearly these are them-
selves imposed distractors in the “pulling away”
sense. In vehicle driving Boer (2000) has sug-
gested that response variation (entropy) be used
as a measure of workload, but it would probably
be increased by distraction (increased gain and
delay, as mentioned earlier). So distraction and
workload do not mean quite the same thing, but
clearly they are interrelated in complex ways.

There are also issues of driver adaptation to
workload transients by adjusting the task. The
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driver instinctively speeds up on straight roads
and slows on curves and, in the same way, can
adjust bandwidth of attention load by waiting
for a calm environment before engaging in non-
driving tasks. (Whether adaptive IT devices can
force conformance to this leveling of bandwidth
remains to be seen.)

Study of Operator Distraction in Simple
Control Tasks

Although there is a long history of research
on human operators in simple manual control
loops, distraction has not historically been of
special interest in such studies. However, there
might be a real advantage to investigating dis-
traction in these simple tasks, the reason being
the general principle that if a problem is hard
to solve in a complex context there is usually
merit to gaining understanding in a simple
context and only then moving into greater
complexity.

For example, in a one-dimensional tracking
task with a steering wheel control, simple S*,
D*, and V* disturbances can be introduced into
the loop to verify that their effect is as predict-
ed, and the same could be done in longitudinal
control with acceleration and brake pedals. For
comparison, the control loop can be opened at
various points. Sampling can be forced at differ-
ent rates and for different intervals to determine
the performance effects. Varying preview can
also be introduced, with the preview displayed
as a trace on a computer screen. Lane changes
can be introduced by having two parallel refer-
ence lines, and even an overtaking vehicle can
be presented as a moving rectangle. Warnings
can be employed. Cognitive side tasks can be
imposed that require various degrees of vision,
memory, and motor skill. None of these manip-
ulations will look like driving a car. That is not
the purpose. The purpose is to come closer to
measuring the “pure elements” of intention,
sensing, and decision and how their disturbance
affects performance.

Earlier I mentioned the DeFerrari (1961) ob-
servation that severe sleep deprivation caused
increase in both delay and gain. However, it is
not clear that distraction will produce the same
result. An alternative hypothesis is that sus-
tained effort to time-sharing driving with anoth-
er task will produce gain decrease, at least until

the driver “wakes up” to a large error discrep-
ancy in vehicle control.

From such simple tracking experiments, the
elements of a dynamic model of the distracted
driver can be inferred. These results can then be
compared with measurements for doing the
same things in a more realistic driving simulator
and, eventually, with measurements in actual
driving.

CONCLUSIONS

Driver distraction is viewed as a distur-
bance imposed within a lateral or longitudinal
control vehicle loop. Its effects on performance
are shown to differ, depending on whether it
occurs at the stage of driver intending, vehicle/
environment state sensing, cognition/action
decision making, or vehicle response. Distrac-
tion is also related to sampled-data control and
preview control. In modern (or optimal) control,
an extension of classical control, the internal
model is shown to make best use of both mea-
surement and expected results of recent control
actions. These elements combine into an alter-
nate framework for defining driver distraction.
Based on this approach, several implications
for driver distraction research are presented.
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