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Problems of Nonreported Trips in Surveys of

Nonhome Activity Patterns

WERNER BROG, ERHARD ERL, ARNIM H.MEYBuRG, AND MANFRED J.WE RMUTH

Theproblemofnorweportedtripehasbecomethesubjectefsubstantivebasic
researchactivities.ThishaswcurredinIinetithincreasingcorrcernabssut
potentialartifactsinthedevelopmentoftravel.behaviordataattributableto
thespecificsurveymethodusad.lnthatcontext,threety~oftripe haveto
bedistinguished,namely,(a)tripethatwarenotrepemedby there~pnden~
duetoincreasinglackofcareincaseofsurveyperiodsofseveraldays’length,
(b)tripethatwarenotreportedby therespondentsbecausetheyforgotorca-r-
sideredthemredundant,and(c)tri@tiattierespmdenS didnotwnttorewrt
orrthebasisoftheirown deliberatedecisions.Itisrelativelysimpletocheck
thelessofaccuracycausedbytype-atripe.A methodefegicalexperimentwascon.
ductedtodi$cleeeerrorsoftypeb andtogainatleastacertainideaabeuter-
rorsoftypsc.The resultsconfirmpreviwsfindingsfromtheanalysisofre-
portinglossesformultiple-daysurveys.Accordin~y,intheanalysisoftrip
wlums$,adistinctionhastobe made firstbetwen the“nonhome share”and
the“numberoftripsformobilepersons.” Useofthe(artificial)measure“tripe
perperson”wouldcoverup importantrelationships.Inadditiorr,thalevelof
underreportingoftripsmeasursdby thismeanscanbesetbetween5 and 15
perswrtThisunderreportingisnotequallydistributedacrossalltransportation
modesandtriplwrposes,butitoccurstoadisproportionatelylargedegreefor
discretionaryandrecreationtravel,especiallyby nonmotorizedmodes.

Transportation planning practice has always been de-

pendent on reliable empirical data sets of substan-

tial size. The expectations about the level of de-
tail for such data have increased continuously.

Whereas initially information describing the volume
and direction of vehicle flows was sufficient, today

information is also desired about the participants
in the traffic stream. The intent is to be able to
classify the travelers (e.g., according to socio-
demographic criteria) as well as their type of trav-
el participation (e.g., according to activities) .

The associated switch from measuring by means of

simple counting to measurement by means of surveys
has quantitative as well as qualitative impl ica-
tions. The reason for this is that the survey tech-

niques to be employed, regardless of their specific

methodological orientation, usually prohibit their
development on a massive scale due to time and bud-

get constraints. Generally they can only be imple-
mented in conjunction with a specific survey samp-

ling technique.
This circumstance leads to great concern about

the quality of the survey data. Consequently, ex-
tensive consideration was given to methods that
could determine the magnitude of the random-sampling
error. This effort usually overlooked the fact that
survey techniques typically are dependent on cooper-
ation with the prospective respondent (J). Respon-
dents obviously are individuals subject to a variety
of human weaknesses. This means that the respondent
as well as the manner in which he or she is ques-

tioned will influence the survey results to a con-

siderable degree; i.e., systematic errora, or bias,
play an important role in survey responses. Since
it has been demonstrated repeatedly in the litera-
ture that the importance of such systematic errors
substantially exceeds that of random errors (~), the
systematic investigation of these error sources is
one of the most important areas of fundamental re-
search into survey methods.

In comparison with the importance of such re-
search, the results published to date are rather
modest (~). Therefore, it will not come as a sur-
prise that little information is available even
about comparatively obvious sources of error in sur-
veys of human subjects. It is of even greater con-

cern that many planners, who are the users of such
empirical data, often lack the awarenesa of these

problems, and these obvious areas for investigation

hardly undergo close scrutiny.

One such source of errors can be found in the
fact that even in the most carefully selected survey

designs, e.g., in the case of travel-behavior sur-
veys, it cannot be avoided that the respondents do
not indicate all trips they took. ‘This phenomenon
of nonre~rted trips is investigated more closely in
this paper.

STUDY DESIGN

The acquisition of data about the accuracy of the

information provided by the respondents is particu-
larly delicate, especially due to the fact that it
can only be performed with the respondents them-
selves, i.e., not by means of a control group.
Therefore it requires a particularly carefully com-

posed survey design.
The basis for such a design has to be a survey

instrument that is as free as possible of typical

error sources for such surveys and that also has

been used in other, preferably large-scale travel
surveys. Such a survey instrument was available for
the experiment described here, namely, that used in
the Continuous Travel Survey (KONTIV) of the Minis-
try of Transport, a survey form that has become
known internationally (4).

The basic plan of t~is experiment was to hand to
a randomly selected set of individuals a KONTIV sur-
vey form (consisting of a household survey form and

a diarylike personal survey form per household mem-
ber for two prespecified successive survey days, in

this case work days) and to specify a time for pick-

up of the forms on the day following the second sur-

vey day. During the delivery of the survey instru-
ment, a brief interview was performed during which

the respondents were presented with a number of
items by which their respective attitudes were mea-

sured. By this means, it was intended to determine
a potential relationship between subjective atti-
tudes and care in filling out the survey forms.

Under the pretext that the travel-mode alterna-

tives had been grouped incompletely and improperly
due to a mistake by the survey personnel, the inter-
viewer asked the respondent at the time of pick-up
for permission to once again review with him or her

the relevant entries in great detail. The inter-
viewers had been trained to explore thoroughly all

ambiguous and incomplete entries. They designated
all corrections in such a fashion that they could be

identified later. Also, thev filled out a survey

form about the interview and the interviewee, which
reflected the interviewer’s assessment of the relia-
bility of the follow-up exploration.

This approach was very successful and the in-

tended sample size of 201 respondents who undertook
1527 trips was reached with ease. The respondents

rarely objected to the procedure. Their final

assessment of the complete survey was mainly posi-

tive (Table 1). As was expected, they had hardly
any difficulties in filling out the survey instru-

ment, which had been tested repeatedly. This char-

acteristic is a necessary prerequisite for an in-
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vestigation of this kind. Eighty percent of the re-
spondents had no difficulties at all in filling out

the household and the personal forms. Approximately
5 percent had substantial yet surmountable difficul-
ties. This agrees basically with the documented ex-
perience in the use of the KONTIV survey instruments.

During the data-tabulation and coding process,
each data item was marked as to whether it had been
provided by the respondent from the beginning (re-

ported information) or whether it was altered due to

the follow-up exploration (explored information) .
For the second case a distinction was made between a

correction of a recognizably incorrect entry and a
complementation of information that was not entered

initially. An additional effort identified which of
these complementary items also could have been ob-
tained by means of a very careful coding process,
e.g., nonreported return trips to the home (coded
information) .

Of course, even this procedure will not uncover
activities that the respondent is absolutely un-
willing to disclose. However, this phenomenon is
not uncommon in the realm of empirical measurement

techniques. No measurement technique can measure

“true” reality; it can onlv come close to this real-
ity (~). Therefore, for subsequent analyses three

error sources could be distinguished:

1. Errors that could be eliminated in the coding
process,

2. Errors that could only be detected by means
of a follow-up exploration, and

3. Errors that could not be detected through
coding or follow-up exploration.

The next sections will concentrate on errors of the

second category.

TRAVEL FREQUENCY (TRIP QUANTITY)

The most commonly used mobility indicator in trans-

Table1.Stetementzby respondents&out fillingoutsurveyforms.

Yes No NA
Statementby Respondent (%) (%) (%)

Ftilingoutformwasfun 51 42 7
Expectedgreaterdifficulty 30 67 3
Canimaginethatinvestigst!onwillfacilitatetransportplan- 68 28 4
ning
Foundtherecordurgprocedurefortripsquitesimple
Founditinterestingtoparticipateinasurvey
Findfiingoutsuchsurveyformsanimposition
Canvisuslizethenecessityforthisinvestigation
Msy have made moreaccurateentrisathanotherpeople
Recordingoftripstooktoomuch time
Wouldliketoparticipateinsucha transportationstudy
again
Sssicsllyitwasunnecessawtoreviewtherecordedtrips
agsinintheinterview
Anybody canfW insuchsurveyforms
Foundformshardtorsadduetosmalltype

84 12 4
63 34 3
10 87 3
74 22 4
24 64 12
10 89 1
46 48 6

42 53 5

75 21 4
3 96 1

Note:Samplesizewas201respondents.

portation planning is the number Of trips per par-
son. Several research studies, fOK example, one by
Br6g and Meyburg (~), show, however, that it is usu-

ally more meaningful in methodological investiga-
tions to consider the two components of mobility
separately, namely, the share of nonhome activities

and the mobility per mobile Person (TrapMaker).
Such a separation shows that the reported informa-
tion on mobility increases significantly in all
three mobility categories (share of nonhome activi-

ties, trips per mobile person, trips per parson) by
means of the follow-up exploration (Table 2).

It should be pointed out that due to the sample
design, which excluded so-called immobiles (persons

who did not undertake activities outside their
homes) , the nonhome share of activities is rela-
tively high, whereas the mobility per mobile is well
within the range of comparable values. At the same
time it can be recognized that approximately one-
half of the additional information obtained through
the follow-up exploration could have been gathered
by means of a careful coding process. But since
usually only the quantity and to a lesser degree the
quality of such trips can be captured in the coding

process and since such methods also depend strongly

on the respective data-preparation process and the

training and supervision of the coding personnel,

this paper will not present a separate evaluation of
the coded information in the course of the following
discussion. This information allows the quantifica-
tion of an error source, however, that is hard to
avoid, especially in strongly automated data-prepa-
ration processes (~), which are used preferably in
transportation planning.

A first indication of the quality of the nonre-
ported tripa (no follow-up exploration conducted) is
provided through the evaluation of the quantitative
measures of trip length (in kilometers) and duration
(in minutes) (Table 3). There exists a clear nega-
tive correlation between trip length and the proba-

bility that a trip will not be reported. This also
leads to the conclusion that a substantial number of

nonreported trips are more likely attributable to

carelessness rather than to conscious nondisclo-

sure. Nevertheless, the trips detected by means of
the follow-up exploration add up to a total travel

distance of a magnitude that can play a role in con-
siderations of transportation system performance:

The respondenta in this experiment did not report
8.8 percent of their total travel distance. In re-

lation to the distance of all reported trips, which
is the usual basis for model computations, the defi-

cit amounts to 9.6 percent.

TRAVEL CHARACI’ERISTICS (TRIP QUALITY)

As ia to be expected, the statistically significant
correlation between the additional trips (from the
follow-up exploration) and the triP length is re-

flected in the relevant travel-mode choice. The

higheat nonreported trip rate is evident for walking
and bicycle trips. But underreeortin9 for ~torized

travel, which is distimguishd- by its faK

service volume, should not be overlooked

Table2. Nonrapertingandrnebilityinforrnstion. Reported Nonreported
Reported Coded andExplored TripRate”

MobilityCategory Information lnformation Information (%)

Norrhomeshare(%) 90.5 90.5 94.5 4.8

Avgno.oftripspertripmaker 3.60 3.90 4.02 10.4

(mobiles)
Avgno.oftripsperperson 3.26 3.53 3.80 14.2

higher

either

Note:%mplssizewas201respondents.
●pconre~.arredttipfate=[TFJ(TR+Ts)] 100,wiIemTEisexPlmediriwmdTnrnr*WfledtriW
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Table3. Nonrepmtingby triplengthandduratimr.

Reported Explored Nonreported
Information Information Tnp Rateb

Tnp Lengtha(km) (’%) (70) (%)

(Table 4). Corresponding to this fact is the par-
ticularly high level of information completeness for
the trip-purpose categories that reflect regular re-
petitive travel (Table 5). It decreases substanti-
ally with the degree of flexibility that exists for
planning the activities associated with the trips
such that every sixth trip associated with recrea-
tional activities is no longer reported (for the re-
ported information, even every fifth trip). Again,
the relationship between travel modes (and associa-
ted activities) and reporting accuracy is statisti-
cally significant.

An even more accurate picture can be obtained

about the relationship between the information com-

pleteness and the type of travel when the travel

modes are combined with the activities for whose
pursuit they were used. For this illustration the

combinations already presented in Tables 4 and 5
(nonmotorized, motorized, public transit traffic,
and regular occasional recreational activities) are

employed to determine the ntatrix elements reflecting
the frequency as well aa the duration and length of
reported and explored trips (Table 6). It becomes
evident immediately that the nonreported trips for
trip frequency, duration, and length are of fairly

similar magnitude, but the trip frequency is some-

what more often underreported.

Throughout the matrix the particular suscepti-
bility of nonmotorized travel to underreporting is
confirmed; this effect, in line with the overall

trend, increases from regular via discretionary to
recreational activities. In contrast, the nonre-
ported trip rates are particularly low for motorized
travel to regular activities. They are particularly
high for discretionary activities, i.e., in that
area where the use of public transport reaches en-

couraging values. This can probably be explained on

the basis that shopping trips that constitute the
dominant share of discretionary trips are performed
usually by persons who mainly use public transport,
whereas they constitute the exception among the

users of private motorized modes. It is not clear

how social desirability plays a role in this connec-

tion. (At least in the German context, where these

data were collected, automobile drivers might not
want to admit that they also perform shopping trips

for the family.) It has to be observed here that,
again, nearly 10 percent of the total travel dis-
tances were not reported for motorized travel to
regular and recreational activities. And it can be

taken for granted that the sum of the reported and

explored values still underestimates the true degree
of actual travel participation.

0.04,4 11.0 3.9 26,3
0.s.0.9 9.4 2.9 23.4
1.0-2.9 23.9 3.8 13.9
3.04.9 10.7 1.2
5,0-9,9

9.9
16.6 1.4 7.8

10.O-I9,9 7,1 0.6 7.7
>20.0 _7J _o,g ~
Total 8s.8 14.2 14.2

aAvgtnpdtstances:reportedmfornmtm”,5.7km,exploredi“formatio”,3.3km.
Avgtrtpduration:reportedinformation20,4mi”;exploredi“formatio”,1s.9
mm. Nonreportedtriprates,8.8andI1,4percent,obtainedasfollow:[(mJ,of
exploredtrips)x(m’gI.mgthforexploredtrips)]/[(totalno.oftripsreported

~ andexplored)x(avgtripIe”gth)l.
Fordefinition,seeTable2.

Table4. Nonreportiragby travelmode uaa.

Reported Explored Nonreported
Information Information Tnp Ratea

Item (%) (%) (%)

Predominantlyused
travelmode
Walk
Bicycle
Moped,motorbicycle,
motorcycle
Automobde driver
Automobilepaaaenger
Publictransit
Train
Total

26.4
7.8
1.2

7.9
1.3
0.4

22.9
14.4
25.0

30.3
6.1
12.6

2.9
0.8
0.9
——
14.2

8.9
12.3
6.7

-1.J
85.8

g
14.2

Mode aggregation
Nonmotorized
Motorized
Publictransport

35.2
37.6
14.0

9.2
4,1
0.9

21.1
9.9
6.1

‘Fordefhitio”,seeTable2,

Table5. Nonrepottingby trippurpoaaandactivities.

Reported Explored Nonreported
Information Information TripRate’

[tern (%) (%) (%)

Tr]ppurpose
Work
School(training)
Shopping
Otherdiscretionary
activities
Recreation
Total

19.0
6.7
22.7
11.8

1.2
0.6
5.1
2.0

5.9
8.2
18.4
14,5

Purposeaggregation
Regularactivities
Discretionaryactivities
Recreationalactivities

FEASIBLE REMEDIES
25.7
34.5
25.6

1.8
7.1
5.3

6.4
17.1
17.2 The results of this methodological investigation

were evaluated in greater detail than can be pre-

sented within the constraints of this paper. In-*FOIdeftition,saeT#ble2.

Table6.Nortrepoetirsgbyeotnbiraa-
tionsoftravdrrtorfesandactivities.

NonmotorizedTravel MotorizedTravel PublicTransit

Activity RI El NRTR RI El NRTR RI El NRTR

Regular
Tripfrequency 7.6 1.0 11,5 11.0 0.4 3.4 7,1 0.4 5.3

Triplength(km) 1.4 0.7 6.1 10.7 7.4 2.4 9.0 9.2 S.4

Tripduration(mm) 13.3 8.1 7.4 22.5 15.0 2.3 37.6 40.0 5.7

Discretionary
Tripfrequency 17.2 4.8 21.8 14.2 2.2 13,6 ‘ 3.2 u.1 3.9

Triplength(km) 0.9 0.6 16.2 6.8 4.6 9.6 9,2 10.0 4.2

Tripduration(rein) 11.6 8.3 11.7 15.6 14.s 12.6 44.6 60.0 4.0

Recreational
Tripfrequency 9.4 3.4 26.5 12.4 1.5 10.8 3.7 0.4 9.5

Triplength(km) 1.1 0.9 17.4 8.4 7.8 9.3 9.8 8.0 5.1

Tripduration(rein) 15.0 20.9 32.6 24,1 25.5 11.3 41.9 33.8 8.0

Note:RI=reportedinformation,El=exploredinformation.NRTR =nonreportedtriprate(fofdefinition,me Table2).
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Table7. Differeno?sinmobilitymessurefnents.
KONTIVb

Reportedand Nonreported
Coded

Relationsh~Pof
Explored Tnp Rate”

MobilityCategory
FirsttoSecond

Information Information (%) SurveyDave

Nonhome shareofactlntles(%) 90.5 9’?.5 4.8 5.6
Avgno.oftripspertnpmaker 3.90 4.02
(mobiles)

3.0 2.0

Avgno.oftripsperperson 3.53 3.80 7,1 7.2

‘Fordefinition,seeTable2.However,m thiscase.,codedinformation,,replaces‘Sreportedtnformatiom,-
~horkdaysonly.
ComparabletiththecomputationofNRTR.

stead a few speculations and suggestions are put
forth about the consequences that arise out of the
findings that are presented here.

First, it would be interesting to determine whe-

ther a correlation exists between nonreporting of

trips and respondents’ personal characteristics that
would make it possible to identify those respondents
who have a high probability of inaccurate report-
ing. Two types of personal data can be considered:

sociodemographic and/or attitudinal data. For both
cases there exist appropriate basic hypotheses. For

example, with respect to sociodemographic variables

it could be determined that age, education, and em-

p loymen t type especially have a statistically

significant influence on the reporting accuracy for
well-established and tested survey instruments.

This observation is based on past experience on the
basis of reported information only, i.e., without
follow-up explored information (~). With respect to

attitudes, it could be observed that positive in-
terest in the subject matter of the mail-back survey
constitutes a substantial determining factor for the

response rate and therefore is a decisive element
for evaluating nonres~nse effects, which also have

an influence on the survey results (~).
Both relationahips were analyzed in the research

presented here, but no clear answer was obtained for
either caae. Stratification of nonreported trips by
meana of respondents’ sociodemographic characteris-
tics showed that the level of nonrepating waa par-
ticularly high for women, 10- to 15-year-olds, per-

sons with por education levels, and retired
persons. These observations are plausible on the

basis of theoretical considerations. These rela-
tionships were not atatiatically significant, how-

ever.
Similar results were obtained for the statistical

evaluation of the scalea that were handed to the re-

spondent at the beginning of the follow-up inter-
view. One of the scalea dealt with interest in the
survey subject matter, which contained 13 items;
another scale was for reporting accuracy and care
and had a total of 54 items. The evaluation of both
scales resulted in weak correlations that were
plausible but did not suffice for formulating sta-
tistical significance.

Neither case disproves the existence of such re-
lationships, however. Their lack of significance

could be due to special sociodemographics, to the

small sample size, or to the acalea, in which the

items might not have been formulated so that clear
separation between them was guaranteed.

Aside from the problems of explaining and there-

fore controlling the effect of nonreported trips due
to personal characteristics, it is, of course, of

special importance to find reference points by means
of which the influence of this effect on the mea-
surement results can be determined. For this ob-

jective there also exist two baaic hypotheses that
were tested in this research effort. Both hypothe-
ses relate to the measured and to the unreported mo-

bility. The third section of this paper has already
referred to the first hypothesis. It states that
the share of trips that can be added to the reported
ones purely by means of careful coding provides an

indication of how large the share of the remaining

nonreported trips might be. The second hypothesis
refers to the observation that reported trip fre-

quency decreases over time for surveya that include
several survey days (10); the greatest reduction—
often takes place after the first survey day. Fur-
thermore, this hypothesis states that the mobility
difference between the first and the second survey
day can be used da a measure of the share of nonre-
ported trips that have occurred on the first survey
day (11).

Th~test of the first hypothesis generates sever-
al problems, irrespective of the indicated uncer-
tainty about varyinq cod ing methods and rulea.

Table 2 has shcwn already that such a relationship

is likely to exist only for the artificial meaaure

*trips per person” (which does not make it useless,

however, as an aggregate correction measure from the

outset) . Furthermore, opportunities for influencing

such corrections are only present in certain cases,

particularly for (unreported) return trips home.

The relatively large ahare of nonreported trips that
is correctable by means of the coding process is on-
ly due to the fact that the nonreported trip rates
are particularly high for return trips to home (27.2
percent compared with 5.6 percent for the first trip
on the first survey day). This means that the cor-

rection factora thus derived permit only a rough
quantitative improvement of tbe data and by no means

a structural one.
An examination of the second hypothesis leads to

similar but alightly better results. For this test,

appropriate information is required from suitable

comparable surveys about the effect of the first and
second survey days. The moat appropriate survey for

this purpose ia KONTIV (12) because it is fully com-
patible methodologically-and it is statistically

sound. However, for the KONTIV survey the coding
corrections have been performed already. Therefore,

the comparison of the re~rting differences between
survey daya haa to be based on the difference be-

tween the coded and the explored information. As
shwn in Table 7, rather aubstahtial agreement

exists for the mobility meaaurements. Unfortunate-

ly, given the present level of knowledge, it ia im

~ssible to go beyond the formulation of a rough ea-

timate for a mobility correction factor, becauae an

in-depth analysis on the basis of a table structured
analogous to Table 6 results in partial a9reement
only for the mobility measurements. Therefore,

further research has to be performed in this in-
stance also in order to gain more solid footing for
formulating firm conclusions. Nevertheless, the

rule of thumb holds that a decrease in mobility be-
tween the first and second survey day constitutes an
acceptable indicator for the quantity of nonreported
trips.
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SUMMARY AND CONCLUSIONS

The methodological investigation reported in this
paper discloses some disturbing facts about under-
reporting that typically go undetected. The effect
of such information reduction can be substantial
when the survey data are used uncritically for as-

sessing mobility levels and for determining modal
shares and overall travel activity levels in terms
of duration and length. The paper identifies a num-
ber Of methods, indicators, and relati,~nships that

permit the analyst or planner to upgrade the results

of surveys by means of careful adjustments.
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Estimation of

from Cordon

Cross-Cordon Origin-Destination Flows

Studies

UZILANDAU,EZRA HAUER,ANDITZHAK GEVA

When trafficcountsobtainedina serdenstudyaresupplementedby infor-
nwtionabeuttheoriginanddaatinatiorrofa smallsampleoftripscrossing
themrdon,itispossibletoebtsineztkrwtasoftheprevailingorigindesti-
nation(O-O)flows.The purpmsofthispaperistodescribea inherent
mathedfortheidentifiratienefthemaximum-likelihomfestimatesofve-
hicularO-O flows.Tfwsolutieetpreradureprovestoberelativelysimple.
Theestimatesobtainedareoffkowtbetweenthecordonstations,flowsba-
tweenthestationsandtheareainsidethemrdon,flowsbelweentrafficzones,
etc.The rnathedisillustratedbya detailednumaricelexample.A real-life
applicationoftheestimationmethcdtothedowntown Torontomrdon k
da$mibad.h aooaanthath h omsibletoobtainmuctr.needsdO-O informa-.
tionatrelativelyIittleaxtracost.

The pattern of tripmaking in an urban

cisely and succinctly described by

destination [O-D) flow matrix. This

area is pre-
an origin-

is why O-D

matrix estimates should serve as basic information

for traffic management and transport planning

tasks. Unfortunately, methods for obtaining such

estimates are time consuming and costly. This is

why, even in major metropolitan areas, information

about the prevailing pattern of tripmaking is often
sketchy.

l.fanycities conduct cordon studies periodically.
Traffic into and out of the cordon area is counted
and some inferences about traffic flow patterns and
trends are possible. However, a cordon studv does
not yield information about O-D flows. The idea

explored in this paper is the possibility of attach-
ing a small-sample O-D survey to the routine cordon

counts and of using the combined information for the

estimation of the prevailing O-matrix of vehicle

flows crossing the boundary of the cordon at least
once.

This idea is in line with other recent develop-

ments, which all rely on better utilization of the
ubiquitous traffic-count information for O-D estima-
tion. A detailed review of such models is available
(~-~) .

For some simple transport systems one can obtain
good estimates about the O-D flows by using traffic
counts only (~). In more complex systems, regulari-
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ties of travel behavior have to be invoked in the
form Of similarity with other systems (5,6), pat-
terns of the past, or models of the gr~v~ty form
(?-12) .

~e estimation procedure developed in this paper

departs from previous work in that travel behavior

is brought into estimation by the specific informa-

tion contained in small samples obtained by a sur-
vey. It is therefore not necessary to rely on
elusive microstates (as in entropy models), to arque
by induction and analogy, or to trust general
interaction-at-distance or route-choice models.
Rather, we will find the matrix of O-D flows, which
is consistent with the observed traffic counts and
which is most probable in view of the O-D samples

obtained. Thus the task is to solve a constrained
maximum-likelihood problem.

PROBLEM FORMJIATION AND SOLUTION

Consider a cordon line surrounding a cordon area.

There are n survey stations on the cordon line. In

a conventional cordon study, vehicles entering and
leaving the cordon area are counted at each survey
station. Accordingly, let ok be the number of
vehicles entering the cordon area during a specified

period of time at station k (k = 1, 2, .... n) and
let D1 be the number of vehicles leaving the
cordon area during the specified period of time at

stationl (1= 1, 2, .... n).
To allow estimation of O-D flows at each survev

station, a random sample is selected from the in-

bound and outbound vehicles. From the drivers of

the selected vehicles, additional information is
obtained. For a vehicle enterinq the cordon area,
the exit station (1) is ascertained. If the trip
ends inside the cordon area, the index O is used.
For a vehicle leaving the cordon area, the entry
statiori (k) is determined. The index o will signify
a trip starting inside the cordon area. Accord-

ingly, tkl will be the number of vehicles in the
random sample obtained at station k from those en-

tering the cordon area that report leaving the

cordon area via station 1. tkl’ is the corre-
sponding number of vehicles in the random samPle

obtained at station 1 from those leaving the cordon

area.
The practicalities of obtaining tkl and tkl’

will be discussed later in the context of a real

application to the downtown cordon area of metro-
politan Toronto. In this section, the focus is on
finding estimates of the vehicular flows Tkl fKOM
station k to station 1 by using the cordon-count
data (ok and Dl) and sample information (tkl
and tkl’) . When this problem has been solved, it
will prove simple to obtain estimates of vehicular

flOWS Tijkl fKOlllzone i to zone j passing stations
k and 1.

Traffic engineers and transportation planners are
accustomed to solving this problem in a heuristic

manner. Data from roadside interviews or license

plate surveys are factored to approximate traffic

counts. The disadvantage of factorinq is that there

are many possible ways of goinq about the task and
as many different solutiona. In addition, it is

difficult to make factored estimates to match all
counts. In contraat, the solution derived below is
unique. It haa the merit of being “best” in the
sense that it identifies the array of O-D flows
(Tkl*) , which maximizes the probability of observ-
ing the specific values of ok, D1 , tklt and

tkl’.
Having established the notation and declared the

approach to the solution, we now formulate the prob-
lem in mathematical terms.

Consider the random Sample tko# tki# .... tkn o~

tained at station k. This sample 1S drawn from the
flows Tko, Tkl, .... Tkn, which are unknown. Only
their sum ZITkl = Ok is known.

The probability of observing this sample is ap-

proximately as follows:

[ 1(; tkl)!/[/(t,,!)x ~(Tkl/Okfkl (1)

The symbols El and 111 denote Summation and product
over 1=0, 1, .... n. (The multinominal probability

model embodied in Equation 1 is only approximate
because it assumes “sampling with replacement.” AS

long as the sample is a small fraction of the popu-
lation, the assumption seems proper.)

An expression analogous to Equation 1 can be
written for every random sample obtained at each of
the n survey stations for both inbound and outbound
flows. Therefore the probability of observing all
random samples is given by the following:

(k~{[~tkl)`'~([kl']x!(Tki'0k)'k'})(d1{k!'k()''x
1/(Tk,/D,)’kl’}) (2)

The probability in Equation 2 is a function of
the n x n array of unknown flows Tkl. We wish to
identify that array Tk~* for which this probabil-
ity is maximum. However, the solution must satisfy

the following traffic-count constraints:

;Tk, =Ok fork=l,2.....n

~ Tkl=D, forl=l,2,...,n (3)

By using the method of Lagrange multipliers, we
find the following:

TkO* ‘t~O/ak k=l,2, ....n

Tol’=toilh I=lJ,...,n

Tk\*=(tkl+ tkl’)/(~k+ 61) k=l,2, ....n

1=1,2,....n (4)

The 2n unknown Lagrange multipliers CIk and

B1 are determined by an iterative algorithm that
uses the 2n Equations 3. The algorithm is de-

scribed and illustrated by a numerical example in
the section on solution procedure.

So far, the station of entry (or the cordon area)

has been regarded as the origin and the station of
exit (or cordon area) as the destination. However,

for many purposes the traffic zone in which a trie

commences is regarded as the origin and the traffic
zone in which the trip terminates as the destina-

tion. In such cases, one wishes to have an estimate

of the zone-to-zone O-D matrix (Tij) rather than
the station-to-station O-D matrix (Tkl) .

By using the results of the above analysis, it iS
easy to obtain an estimate of the zone-to-zone O-D
matrix if the drivers sampled from the flow provide
information not only abeut stations of exit or entry
but also about trip origin and destination.

If we generalize the prPfiOUS IIOtatiOnt let tijkl
be the number of vehicles in the rsndom sample ob-

tained at station k from those entering the cordon

area that report zone i as the trip origin and zone
j as destination and leave the cordon area by sta-

tion 1, correspawling
vehicles ~i~~~’ r~dom%antple obtained at ‘~~~on”!

from those leaving the cordon area, and TijkJ_* he

the best estimate of the vehicular flows from zone i
to zone j via stations k and 1.

If we formulate the problem again as constrained
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Figure1. Cordonlinewithsurveyststiofw.
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Table1. ResultsrdsampleO-O survey.

InboundSamples OutboundSamples

TO Station To Station
From From
StatIon O 1 2 3 Station 1 2 3

I 10 - 20 30 0 5 10 20
2 30 20 - 40 1 40 40
3 40 40 40 - 2 10 - 50

3 40 20 -

maximization of likelihood, it can be shown that

T,,k!;= [(tijkl+ ‘i,kl’)/(i~‘ijkl+ ~jtijkl’)]Tki*

Thus the estimated flow between k
is apportioned to zone pairs according

portion in the sample passing through

course,

T,J*=;;T,Jkl*

(5)

and 1 (Tkl*)
to their pro-

k and 1. Of

(6)

The problem has been formulated and solved by
aasuming that O-D samples are available at all
cordon stationa in both the inbound and outbound
directions. This may not always be the case. When

only inbound or only outbound samples are missin9,
the solution procedure remains without change. How-

ever, when the outbound sample at, say, station 3 is
missing and the inbound sample at station 7 has not
been obtained, there is a gap in the information for
the estimation of T13, T03, and TIo. If sta-
tions 3 and 7 are on minor roads, the analyst may

combine them with neighboring stations and treat two

Table2.Factoringup byu$ingirrboundaamplmand.xwnts.

To Station

From Statmn o 1 2 3 Row Sum(O)

o (1222) (2667) (1444)
1 1667 - 3333 5000 10000
2 2666 1778 - 3556
3

8000
2000 ~ ~- 6000

Column sum (D) 5000 8000 10000

Tabla3.Factoringup byusingoutboundtamplesarxlcamts.

To Station

From Station o I 2 3 Row Sum (0)

o 454 1143 1818
1 (179;) 4571 3636 10000
2 (2546) 90; - 4545 8000
3 (79) g 23 6000
Column sum(D) 5000 8000 1000

or more stations as one. This is tantamount to

assuming that the trip origina and destinations in

the stations combined are similar, an often justi-
fiable assumption. Alternatively, a two-step esti-
mation procedure can he used. In the first step the
above model is applied to stations for which sample
O-D information is available: in the second, the
flow not allocated in the firat step is distributed
by using an assumption of equally likely outcomes.
The two-step process is incorporated in the computer

code used for the application described in the last
section.

SOLUTION PROCEDURE

The flow estimates are given in ’Equation 4 aa a

function of parameters alt a2* ““”* an;
61, 621 .... 6n. The values of these

parameters are unknown and have to be determined so
that the sum of the flows at each station equals the
corresponding traffic counts. The process of solv-

ing for ai and ej is straightforward and is

best explained with reference to a simple numerical

example.

Consider a cordon line with three stations (Fig-
ure 1).

The stations are numbered consecutively: a dummy
station (0) represents the cordon area proper.

Shown alongside the dashed arrows are the inbound
and outbound flows counted at the cordon stations.
Their tributary flows (Tkl) are schematically rep-
resented by the short solid arrows. These are the

flows that are unknown and for which estimates need
to be obtained.

In addition to the traffic counts, a random sam-

ple of drivers ia polled at each station. In this

illustration we assume that entering drivers are

asked only about their exit station and vice versa.
The resulting information is presented in Table 1.
Thus, at station 1, for example, of the so intiund
drivers asked, 10 ended their trip inaide the cordon
area (station O), 20 exited via station 2, and 30 by
station 3.

Were one to use the inbound samples, in order to
factor them up to the inbound traffic Counts the
estimates in Table 2 would be obtained. The entries

in parentheses are calculated to match the column
surns. Alternatively, were one to uae the outbound
samples and factor those up to the outbound flow,

the estimatea in Table 3 would be obtained.
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Table4.Estimsteeofststiorr-to-s@thnflaw$.
To Station

Row
From Station o I 2 3 Sum(0) ak

o 835 [597 I964 4396

Figure2.DOwltownaxdoninT~r~rrt~.

1 1422 - 4513 4065 10000 000703

2 2404 16~4 3971 7999 0,01248

3 1569 2541 1890 6000 0.02549

Columnsum (D) m“ 5000 8000 10000 28395

6, 0.00599 0.00626 0.01018

_!Y4’Fy=-=j+H

4

ARSA

ILocAl
0
‘ION

Comparison of the estimates in Tables 2 and 3
highlights the difficulty inherent in heuristic fac-

tor ing: Each flow can be estimated in two ways by
using two different aeta of field data, and the tw
estimatea are usually different. The reconciliation
of these differences by some balancing gives rise to
ambiguity.

However, redundancy in data should be viewed as

an opportunity to improve the quality of the estima-
tion rather than an an embaraaaing nuisance. The

solution obtained earlier resolves this difficulty

by making good use of available information and
yields unique estimates that are in some sense
optimal.

The solution algorithm begins by obtaining initial
estimates of alp a2f ..., an. In Equations 4, ak =
tk&Tko* . The value of Tko* is at present not known.
However, a reasonable starting guess may be the aver-
age of corresponding values in column O of Tables 2

and 3. Thus , for example, %xl = 10/[1/2(1667 +

1793)] = 0.005 78. Silllilarly, ’02 = 30/[1/2(2667 +

2546)] = 0.011 51 and o
a3 = 40/1/2(2000 + 79) =

0.038 48. The left superscript is a counter of iter-
ations. The value of ak after, say, the seventh

iteration will be denoted 7ak.

By using these tentative values fOC a~, the
first estimates of 01 can be obtained. Thus ,
for example, the sum TOl + T21 + T31 must be
5000. Substituting fOr TOk frOIIIEquation 4,

(s/’!3,)+ [(20+10)/(’6,+0.011 Sl)]

+[(~+~)/(’& +0.03848)]=5000 (7)

In this equation, 181 is the only unknown. Al-

though it is not possible to write 161 as a function
of the constants in this equation, its value is

easily determined by iterative methods. In this

case, %1 = 0.004 14 is the solution.
After a few iterations, the solution in Table 4

is reached.
The underlined part of Table 4 contains the flow

estimates Tij*. Apart from minor discrepancies
due to rounding off and termination of iterations,

the estimates comply with observed traffic counts

and are consistent with the information from the

sample survey. The underlined cells represent tripa

that originate in the cordon area and have destina-
tions outside it (4396), trips that originate OUt-

side with destinations inside the cordon area

(5395), and total number of tripa (28 395).

APPLICATION ~ DOWNKmN TORoN’Xl

In most metropolitan areaa, cordon counts are Per-
formed periodically in order to keep taba on the

trends in traffic and to provide a data base for
trana~rt planning and management. The Metropolitan

Toronto Cordon Count Program waa established in
1975. A count is conducted every second year on a
web of cordons and screen lines. The downtown

cordon (Figure 2) ia a small yet central part of
this web. During the au-r of 1981, the normal

count program for this cordon waa supplemented by a
sample O-D survey. For the Metropolitan Toronto

Planning Department this waa an opportunity to ob-
tain estinates of O-D flows that are notoriously
difficult to Cm by. For us, this waa a chance to

examine the estimation procedure in practice.
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TO obtain a sample of O-D information, a random
set of license plates was recorded at each cordon
station. The address of the registered owner Of the

vehicle was then traced and a map of the cordon area
with a few questions was mailed to him. The person
driving the vehicle at the time of the sighting was
asked about the origin and destination of the trip

as well as its trace on the map of the cordon area.
Of the 25 453 license plates recorded, 20 319

addresses were obtained and questionnaires were
mailed to those. Some 6740 responses were obtained
and of those, 5835 had usable answers and could be
coded.

There are 22 major-flow cordon stations and 24

stations on minor streets. For a major road, an
average sample of 180 was obtained; for minor
streets, the average sample size is 80. These are
close to the planned target. However, the planned
sample size was selected without the benefit of a
statistical survey design. Results of this study
will serve to examine the effect of sample size on
estimation accuracy. This examination is under way
and it is hoped that its results will facilitate
better survey design for future studies.

Random sampling is easier said than done. In the
field this requires care for at least two reasons.
First, the destination of a trip is not independent

of the lane in which the vehicle travels. Thus, the
sampling rule must ensure that there is no predispo-

sition to record the plates of vehicles in, say, the

curb lane. Otherwise the sample would contain an

uncharacteristically large proportion of right-
turning vehicles. Second, the origin of a trip is
not independent of the place of the vehicle in the
platoon. Platoon leaders might be straight-through
vehicles with turning traffic forming the tail of
the platoon. Thus, the sampling rule must be such
that vehicles are selected at a uniform rate from
all parts of the platoon. These problems can be
obviated by, for example, registering the plates of

all vehicles that end with some prespacified
digits. lt is more difficult to ensure randomness

in the second stage of the sampling progress. One
has no control over the correctness of the address

to which the letter is sent, whether the registered
owner was the driver, whether the driver recalls the
trip, who decides to fill out the questionnaire and

return it, etc. It is clear that this particular
method of obtaining a sample of O-D trips will yield
results that are not quite representative of trips
by fleet vehicles, commercial vehicles, taxis, etc.
Nor is this method particularly cheap. To obtain
one response (field work + address search + postage
+ coding + keypunching) , we had to invest approxi-

mately $1.60 and 10 min of work. It may be possible
to simplify the process considerably (for example,

by handing out questionnaires to stopped traffic).

Experimentation with other workable sampling methods

that do ensure randomness will be the subject of

future work.

A computer code has been written (in FORTRAN) and

fed the cordon-count data and the results of tne
sample O-D survey. Several O-D flow tables have
been produced:

1. Flows between cordon stations with the cordon
area as station O,

2. Same as in 1 but the cordon area disaggre-

gate into a few zones, and
3. Flows between traffic zones for trips cross-

ing the cordon once or more.

ManY other aggregations and disaggregations are
possible. A copy of the computer code listing is

available on request from the Department of Civil
Engineering at the University of Toronto.

SUMMARY AND DISCUSSION

When cordon counts are supplemented by information

about the origin and destination of a small sample
of trips crossing the cordon, it is possible to ob-

tain estimates of the prevailing O-D flows. The
problem is formulated and solved as the task of
identifying the most likely flow estimates. The
solution procedure is relatively simple. Estimates
obtained are of flows between cordon stations, flows
between the stations and the cordon area, flows be-
tween traffic zones, etc. An application of the
method to the downtown cordon in Toronto is de-
scribed. Thus, a method is suggested that allows
estimation of much-needed O-D information at rela-
tively little extra cost.

As formulated, the model has several flaws. The
vehicular flows that are the subject of estimation

here are the flows that prevailed at the time of the
survey. Ordinarily, one is not interested in the
flows that prevailed at some specific time. Rather,
one wishes to know the underlying expected value.
This distinction is usually disregarded in practice
and therefore may not be important. However, per-
sonnel limitation and cost preclude the conduct of
cordon counts and sample surveys at all stations of
the cordon simultaneously. Therefore, one cannot
pretend to estimate flows that prevail on some spe-
cific day. Yet the flow estimates are not expected
values either. An added weakness in the formulation
is the insistence that the sum of estimates match
the traffic counts exactly. Most practitioners will

find this pleasing and in line with other models in
use. Nevertheless, the traffic counts are random

variables just as the results of O-D samples are,

and a coherent model must treat them as such [see,
for example, the report by Kirby and Murchland (Q)].

The formulation, solution, and illustration of

the problem are all presented against the background
of a cordon study. One does not ordinarily think of
a bus line with its stations or a freeway with its
ramps as a cordon. In an earlier paper (~), Hauer,
Pagitsas, and Shin discussed the task of O-D estima-
tion on such systems when only traffic counts are
available. When in addition to traffic counts one

also has small-sample O-D data, the aforementioned
systems can be regarded as a cordon and the method

developed in this paper applied.
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l’oward improved Collection of24-H Travel Records
PETER R.STOPHER ANDIRAM. SHESKIN

A majorconcernofmany transportation-planningsurveysistocollectdataon
a24-hwaekdayperiodoftravelforallmembarsofa householdwho arefive
yearsofegeandolder.Traditionally,thishasbeendoneby aakinghousehold
mamberstorecollecttheirtravelfortheimmediatelypraceding24-hweekday
period.Atraveldiarythathasbaendevelo~dtobausedbyeaohhousehdd
memtwrto recordtravelaeitisundertskenisdescribad.Althoughtheconoapt
efatraveldiaryisnotnew,severalaepectsofthisdiaryarenew andappearto
beveryeffectiveinobtaininga response.Thediaryhesbeenusedinsome re-
centsurveysandtheresultsoftheseapplicationsaredescribedbriefly.Ingan-
eral,responsetotheinstrumentwasfeundtobegoodwhen itweeedminis-
kredinaneffectivesupportingsurveycontext.Itisconcludedthatthistravel
diaryrepresentsagoedprocedureformeasuringtraveland$h~ld h tmt~ in
comparablestudieswithconventionalprocedural.

Travel-behavior surveys are designed to obtain in-

formation about where, when, how, and with how many

others the respondent and members of his or her
household over the age of five have traveled during

a 24-h period. Strictly speaking, when asked as a
historical record, the information obtained is the

respondent’s perceptions of his or her behavior. In
a travel-behavior survey, such perceptions are
likely to be flawed significantly because a respon-
dent is being asked to remember a sequence of events
(and details about these events) that, to the aver-
age person, may have seemed unimportant when they
occurred. The probability of the omission of trips
or of the reporting of inaccurate trip details is

heightened even more when (as is often necessary)
one household member is asked about the travel of

another. Another problem is created when lengthy
travel records are collected following a lengthy
home interview survey and both respondent and inter-
viewer are tired. The possibility also exists that
trips made on another day will be remembered incor-
rectly as having been made on the subject day. From
the early metropolitan area transportation studies,

such as the Detroit Metropolitan Area Transportation
Study (~), to the present, most travel-behavior sur-

veys have employed this method as part of the urban
transportation planning process (~,~) . A typical
example of such a survey instrument may be found in

books by Stopher and Meyburg (~) and by Domencich
and McFadden (~).

A second method of collecting travel-behavior

information is to intercept people in the process of

making a trip. The roadside interview and the on-

board transit survey (~) are the most common. The

significant advantage of such a technique is that
respondents are surveyed at the time when they are
least likely to forget trip details. On the other
hand, such surveys, for logistical reasons, must be
kept relatively short and it is impossible to con-
struct a 24-h trip record for the respondent and his
or her household by using this method.

The third method is to use a travel diary in
which respondents are asked to report their own fu-

ture behavior. Such a technique is a cross between

observing behavior (such as counting riders on a
bus) and a participatory survey (~). The major

problem such a technique is designed to circumvent
is that of memory. Evidence that memory can be a

significant problem in recalling behavior has been
provided by Cantril (~). In his survey, OnlY 87

percent of persons interviewed twice at a three-week
interval gave the same answer both times about the

person for whore they voted in the 1940 presidential
election. By presenting a respondent with a docu-

ment that needs to be filled out about travel for
the next day, which can be filled out partly or

fully while traveling or partly while traveling and
partly at the end of the day, less information

should be lost to memory problems. One problem not

solved, of course, is that certain trips (such as
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trlpS a person may not want his or her Spouse to
know about) still will not be reported. Another
problem is that the respondent may modify behavior

by postponing trips to avoid having to spend time

making entries in the diary (~). Yet another prob-
lem is that respondents, in order to impress the
interviewer, may report making some trips (such as a
trip to church) that actually were not made.

This paper looks briefly at some past uses of
travel diaries in survey research and then reports
on the development, design, costs, administration,
and results from the travel diaries designed by us
for several recent travel surveys.

PREVIOUS USE OF DIARY TECHNIQUE

Diary techniques have seen considerable use in
television-viewing surveys and in market research

(in which persons list in a diary the products they

buy) (~). Some use has also been seen in sociologi-

cal studies. Willcox (10) compared the morbidity
data collected via a dia~y technique, in which re-

spondents filled in illnesses as they occured over a

period of weeks, with such data collected in a ret-

rospective interview and, based on medical records,
found the former to be more reliable.

One of the most comprehensive uses of the diary

technique is a sociological study by Young and

Willmott (11) of the manner in which people spend

their time: A study of a respondent’s time budget

is similar to a study of travel behavior in that

respondents are asked to record some details about a
sequence of events. In addition, such studies have
the same problems with defining an event as trans-
portation planners have in defining a trip to re-
spondents. In Young and Willmott’s study , after
respondents had completed the main questionnaire,
those who were married and between the ages of 30
and 49 were left a time-budget diary, which they
were asked to complete and mail back. They rejected

holding a second interview after the diary was com-
pleted as too costly for the additional information

it might generate. Because they were collecting
data for Saturday, Sunday, one weekday, and five
weekday evenings, it was questionable how useful

probing might be after one week had elapsed. In-

stead, interviewers spent considerable time explain-
ing the form when it was distributed. About 40 per-

cent of respondents refused even to keep the diary:
48 percent returned the diaries as intended; an
additional 11 percent returned theirs after either a
mail or a personal follow-up. Thus, only about 60

percent of those eligible accepted and completed
diaries. In addition, of those who returned dia-

ries, about 3 percent did not complete the diary for
the weekend and 31 percent omitted the four weekday
evenings. The conclusion to be drawn is that the

personal second interview rather than the mail-back

might have been worthwhile. In fact, the response

rate for the weekday evenings was considered to be
so poor as to obviate any analysis. As is discussed

below, a second interview can be very effective in

assuring a high response rate with quality infor-
mat ion.

The use of the diary technique in transportation
research is somewhat limited and includes studies

that have asked respondents to record their travel
for a 24-h period as well as studies that query
travel behavior for extended periods.

McGrath and Guinn (12) report a technique that is

a variation of the his~orical-record method for col-
lecting information for a 24-h period. Question-

naires were mailed to 100 000 households in the New
Haven area in 1962. An advertising campaign was
designed to encourage potential respondents to watch
a television show about how to fill out the survey.

Only a 10 percent response rate was achieved. It
was also impossible to discern the percentage of
respondents who had watched the television program.
Significant income bias was found in the results.

In addition, the survey was biased against those
without televisions. It is not clear from the in-
structions provided whether the travel cards were to
be completed for a day in the past or for a future

date. In either case, the low response rate tends
to suggest why this technique has not seen further
use.

Memmott (~) suggests that evidence exists to in-
dicate that home interview surveys result in a 10
percent underreporting of trips. He suggests three
possible modifications to the traditional method-
ology. The first is to have the interviewer ques-
tion all persons in the household directly and not
rely on one person to describe the travel of all in

the household. This obviously increases costs due
to the need to make one or more additional calls

back if given household members are not at home. A

second modification is to leave the respondent a

telephone number to call in case he or she realizes
after the interviewer has departed that he or she
forgot to report a given trip.

The third modification is simply a travel diary
technique similar in administration to that de-
scribed below in which diaries are left with the
household and are picked up and checked in a second
interview. Memmott cites three studies that experi-
mented with the travel diary technique in the

1950s. The basic question posed back in 1962 by
Memrmtt (and still unanswered today) is, Would the
improvement in trip reporting more than compensate

for the additional interviewer time and cost in-
volved in using this procedure? Data from a New

Orleans travel diary show no conclusive results.
Results from experiments with diaries in Pittsburgh
were promising, which indicates superiority of the

diary. Evidence from an experimental use of diaries
in the Penn-Jersey Transportation Study indicated

that the diary yields no basic improvement over the
historical-record method.

For the Niagara Frontier Transportation Study
reported by Memmott, interviews were conducted by

using three methods. The first involved the tradi-
tional historical-record method. The second devel-

oped trip records historically, but interviewers

were required to interview everyone individually

(called ‘intensive interviewing”). Travel diaries

were used with a third group. The conclusion iS

drawn that the intensive-interviewinq method is ef-
fective at improving response, but that the travel

diary technique is not.
Some studies have used travel diaries that were

kept by selected households for extended time peri-
ods . Marble, Hanson, and Hanson (13) administered a

travel diary to 1179 households i~Uppsala, Sweden.
Diaries were kept for a five-week period by all
household members older than 16 (14). A copy of the

diary form may be found in a pap= by Burnett (15).
The diary collected information on trip t~e,

whether the respondent planned to make the stop be-
fore leaving the house, mode, vehicle occupancy,

address at destination, and activities performed at
each destination.

A monetary incentive was offered to encourage

cooperation. The drop-out rate was only 15 percent,
probably because much attention was given to aasur-
ing understanding during an initial interview.

Also, interviewers called respondents on a regular
basis to see whether they had questions and respon-
dents were given a telephone number to call if ques-
tions arose. A n-page Set Of instructions with

examples was given to each household.
Kuzmyak and Prensky (~) discuss the Problems ‘f
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measuring changes in travel mobility for the elderly

population. Memory problems in a historical-record
type Of survey may be more significant for this
group. Also, because travel may vary a great deal

for the elderly from one week to the next, long-term
data are needed (17). Thus , they suqgest the uae of—
a travel diary and re~rt the planning and implemen-
tation of a before-and-after survey that incorpo-
rated diary techniques as part of the evaluation of
a user-side-subsidy demonstration project in
Lawrence, Massachusetts. In recognition of the need
fOr a significant incentive, each respondent was

given a $5 beginning payment and a $15 completion
bonus. Once-a-week visits were made to each house-
hold. Information collected was kept to a minimum:
origin, destination, mode, purpose, and start time.

The final cost was S77 per usable diary; 285 comp-

leted one-month diaries were returned.

Kuzmyak and Prensky (16) also report the results

of a disaggregate data s~t pilot test by the State
University of New York at Buffalo. Presumably be-
cause of the lack of incentive and the absence of

surveillance, the survey suffered from a low level
of success. A survey performed in London, the Lon-
don Transport Survey (LTS) (18), used travel diaries

to collect information on =ansit trips. Perhaps
because of the public spirit of transit riders in
England and the brevity of the instrument, 98 per-

cent accepted the diaries and 81.5 percent completed
the survey. A 1966 Skokie survey (19) tested vari-
ous travel diary procedures, includ~ng the effects
of different instrument formats, incentive plans,
and levels of surveillance. Incentives varied from
$3.50 to $11.50. Surveillance levels varied from

one to three visits per week. About 56 percent of
those contacted agreed to participate; about half

eventually completed the survey.
Two travel surveys by Schimpeler-Corradino Asso-

ciates also have used a travel diary. One done in
Washtenaw County, Michigan (1980), was part of a
mail-out/mail-back survey that followed a telephone
survey (20,21), but little analysis of the results——
has occurred to date. The second was a similar ef-
fort, in Broward County, Florida, by using a fore-
runner of the travel diary reported below (22). The
poor response rate to the travel diary s~tion of
this survey (about 20 percent) suggests the diffi-

culty of convincing an entire household to undertake

such an arduous task in a mail survey. Finally, a
travel diary on which the one described below is

based has been used successfully in Germany, accord-
ing to W. Bra, Socialdata GmbIi, Munich.

A number of conclusions may be drawn. First,
convincing respondents to participate in a travel
diary survey implies the need for a reasonably sig-
nificant incentive. Second, surveillance, either in
the form of an appointment to pick up the travel
diary (for a 24-h diary) or repeated visits (for a
long-term diary), seems essential. Third, the diary
must be kept as simple as possible and explicit in-
structions must be provided. Finally, although all
agree that the historical-record method leads to

underreporting of trips, the evidence that travel
diaries are superior is mixed.

TWiVEL DIARY IN THIS SURVEY

m

The subject survey was designed to collect data from
a stratified random sample of the population in
seven southeast Michigan counties (23). The princi-

pal purposes of the survey were to~rovide the fol-
lowing:

1. The means to update trip-generation rates and
modal-split models,

2. Attitudes of the population toward transWr-
tation and energy,

3. Attitudes toward possible changes in the
transit system, and

4. Preferred methods of obtaining information on

carpooling.

The trip-generation and modal-split models to be

updated use certain demographic characteristics and
income as input variables, so these characteristics
must be measured to permit updating to be accom-
plished. Also, the survey coincided with a period
of high unemployment in the southeast Michigan
region (mainly connected to a low cycle in the auto-
motive industry). Because of the potential effects
of this on tripmaking, detailed information was re-

quired on employment status.

Survey Mechanism Pretest

The selected survey mechanism was the home-interview

survey. Two instruments were used. The first was
an attitudinal, demographic survey asked of a ran-
domly selected adult household member. The second
was a travel diary distributed to each household
member 5 years old and older and designed to obtain

trip information for a 24-h weekday period.
Since it had been recognized that convincing

respondents to participate in the travel diary sec-

tion of the survey might be difficult, two possibil-
ities were pretested as part of the pilot survey:

Procedure 1: Distribute the travel diaries, make
an appointment to pick up the travel diaries, and
then do the attitude survey when picking Up the
diaries (travel diary first, interview later).

Procedure 2: Do the attitude survey, distribute

the travel diaries, and then make an appointment to
pick up the travel diaries (interview first, travel
diaries later).

Procedure 1 had the following advantages. Be-

cause the attitude survey was of limited utility
unless the travel diaries had been completed, and a

high percentage of refusals to complete the travel

diaries was expected, time would not be spent on the

attitude survey unless the travel diaries were com-
plete. Also, it would permit the interviewer to

probe more easily for completion and correct inter-
pretation of the travel diaries. A disadvantage of

procedure 2 is that a respondent might feel as if he
or she had done his or her duty by being interviewed
and might use this as an excuse not to accept the
travel diaries. Procedure 2, on the other hand,

would permit some rapport between the interviewer

and the interviewee to develop during the course of
the interview. It might then be expected to be

easier to convince the household to take and com-
plete the travel diaries.

Both procedures were pretested in the pilot study

in which 138 households were contacted. There were

41 nonresponses, including 17 outright refusals, 1

termination, and 23 “no answers.” Of the remaining

97 households, half were given travel diaries first
(procedure 1); half, interviews first (procedure

2) . Procedure 2 was clearly superior. When pre-

sented with the travel diaries first, 53 percent of
respondents refused to take them compared with a 4
percent refusal rate when the interview was held

first. Evidently, it is necessary to build up rap-
port prior to asking respondents to participate in
srxnething that, on the surface, appears to be a dif-
ficult task. Also, in both procedures, once respon-

dents had complied with whatever form was presented
first, very low refusal rates (4 and 5 percent) were
experienced for the other form.
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Administering the Survey

The procedure used in the main survey was as fol-
lows . The interviewer made an initial contact with
a randomly selected household and used respondent
selection grids similar to those described by Back-
strom and Hursh (24) to select a household member to—
interview for the attitude survey. The interview
then proceeded and lasted about 45 min. At the con-
clusion of the interview, the interviewer informed
the respondent that the first part of the survey was

now complete and the second part involved all in the

household 5 years old or older. As many members of

the household that were at home then were gathered
to listen to the instructions. These oral instruc-
tions were designed to emphasize the written in-
structions and to make certain that all understood
the task. (The design features to encoursge under-
standing and response are described below.) The
following materials were then given to the household:

1. One travel diary for each household member 5
years old or older [three exceptions were made: (a)
if a person was incapable of travel, perhaps due to
illness or injury, no travel diary was left; (b) if
respondents indicated that they were likely to make
more than 10 trips, two travel diaries were left;

and (c) out-of-town guests, although not strictly
members of the household, were given travel diaries];

2. A travel diary envelope, which contained some
instructions on the outside and was designed to be

used by the respondents to put their diaries in when

complete so that they were all together when the

interviewer arived to pick them up; and
3. Two “Travel-Logging Day- signs.

The travel-logging day was assigned as the week-
day after the interview; those interviewed on Friday
were assigned Monday as the travel-logging day.
Also, if the interview was on Saturday and the in-
terviewee was male, diaries were to be used on Mon-
day; if female, on Tuesday. If the interview was on
Sunday and the interviewee was male, Tbureday became
the travel-logging day; if female, Wednesday. This

procedure was designed so that, as far as possible,
a uniform number of travel diaries would be com-

pleted for each weekday. The signs indicated the
proper weekday and had a peel-off label that permit-

ted them to be hung on the front door and refrig-

erator to remind respondents to take their travel
diaries with them on the correct day. In addition,

if the travel-logging day was not the next day,

interviewers were instructed to call the respondent
the night before as a reminder.

Because respondents were being aaked to perform
what might at first seem to be an arduous task, an

incentive was offered consisting of free tickets for
round trips on the bus. One free ticket was pro-

vided for each returned travel diary, given that all

travel diaries were returned. In addition, each
household was provided informational brochures and
bus-route and road maps of the area. These incen-

tives improved the interviewer’s morale by providing
an additional tool to encourage response on the

travel diaries. Interviewers were paid for an in-
terview only if s1l travel diariea were obtained.
The incentive was effective also in building good
public relations for the survey.

Once all materials had been distributed and ex-
plained, an appointment was established for the in-
terviewer to return and collect the ccapleted travel
diaries. At first, the same interviewer returned to

collect the diaries, because this pereon had already
established a rapport with the household. Although

this is certainly the preferred procedure, to accel-

erate the process, specially trained personnel were

developed to pick up the diaries. In either case,
the ap~intment was set to be within four days of
the travel-logging day. When picking up the travel
diaries, the interviewer checked them for complete-
ness, particularly for trips back home during the
day and at the end of the day, because pilot testing
had shown such journeys to be omitted most often.
Also, the need to enter each leg of a round trip
often was omitted. If a respondent only showed
trips to and from work, he or she was quizzed about
where lunch was eaten and what was done in the
evening.

If a household forgot to complete one or more

travel diaries, the interviewer was instructed to

attempt to reconstruct the information. If the
household completed the diaries for the wrong day,
this was judged as acceptable and not worth the cost
or bad feelings from asking the household to repeat
the procedure.

DESIGN FEATURES TO ENCOURAGE RESPONSE

Of the 2706 attitude surveys that were completed
(which represents an 85 percent response rate), 2502

coQPlete seta Of traVel diaries (6453 diaries) were
received (93 percent of those handed out). Because
the travel diary was not introduced until after the

interview had been completed, the 15 percent initial

refusal had nothing to do with the travel diacy.
Tbe effective refusal of tbe travel diary was 7 per-

cent of the interviewed households. We believe that

this relatively high rate of response to this seem-
ingly difficult task was due to a combination of
small devices employed to give the impression that
the information was important, that tbe task was not
difficult, and that it might even be fun.

Some of these devices have been referred to
above: The use of the travel diary envelope gave
the respondent a place to put completed diaries.

The obvious expense of this tricolored envelope

acted to emphasize the importance of the survey.

The travel-logging signs acted as an important re-

minder to fill out the forms. The incentive was of

sufficient value (as much as $5.00 for some respon-

dents) to act to encourage response significantly.

It is also probably true that merely the idea that
there is some payoff to the respondent encourages
response (26).—

Travel Diaries

Tbe travel diary was the subject of an extensive

design process aimed at encouraging understanding

and response. The effect of each individual design

element is not known; however, the overall combina-

tion of these elements was effective in producing

quality responsea from 93 percent of the households
asked to complete travel diaries.

The diary was designed as a booklet measurin9 7
in by 5 in, so that it would be relatively easy to

put in a pocket or purse and be carried around by

the respondent on the designated travel-logging

day. The outside front cover provided various

pieces of identification: of the study, the house-

hold , the person (by number and name)# and the
travel-logging day. Two brief instructions were

also included in a color-highlighted box. The en-

tire travel diary was set up in three basic colors--
white, orange, and yellow. In addition to being

pleasing and effective in guiding responses, the

colors are also those used in the logo on the vehi-
cles of the sponsoring agency, thereby providing an
additional subtle tie to that agency and implicitly
rae=phasizing the seriousness of the survey activity.

The inside front cover of the booklet is marked
out for 10 trips, each one of which has space pro-
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Table1. Tr!p$parpersonfm.mtraveldiary.

No of Cumulative
%. of rnps Respondents Percent Percent

o 1289 19,98
I

19.98
30 0.46

J
20.44

2360 36.57
3

57.01
476 7.38

4
64.39

972 1S.06
5

7945
361 5.59

6
85.04

403 6.25
7

91.29
17~ 2.67

8
93.96

162 2.51
9

9647
93 1.44 97.91

10 101 1.57 99.48
11 18 0.28 99.76
12 8 0.12
13

99.88
4 0.06 99.94

14 1 0.01 99.95
1s 1 0.01 99.96
16 1 0.01 99.97
25 I

6453
0.01 99.98

vialed across one line. An eleventh trip is included
as an example before trip 1. The lines for the
trips are colored alternatively white and orange.
The remainder of the travel diary is stapled on the

top edge to the back cover. The topmost page is an
instruction page on yellow stock (to distinguish it
from all other pages) that uses both boldface type

and two screen boxes to emphasize and highlight the
most important instructions. Beneath this are 11
pages, one for each line on the inside front cover.
These pages are colored to match their corresponding
line on the cover, and have indent cuts on the left
side, so that each is cut in from the bottom to its
line level. The line (trip) number is printed on
the tsb and corresponds to a number printed at the
left end of the line on the inside front cover.
Arrows are used to direct the respondents’ attention

to the corresponding page for each line. The yellow
page was cut to a narrower width than the underlying

pages, so that this matching was immediately ap-
parent when the booklet was opened.

The diary is designed to be used in the following
manner. The front cover (the Travel Record page)
can be folded over and the diary carried displaying
the inside front cover throughout the travel-logging
day. The remainder of the log provides a thick-
enough base to permit easy use of the front cover.
The respondent is asked to fill in each line as he
or she makes each trip during the day. The informa-
tion requeeted (in order) is the start time, the
destination, and arrival time for each trip. This
is designed basically as a memory prompt to identify

each trip made and to provide enough information to
the respondent to allow him or her to provide more

detailed information later. This more detailed in-
formation is requested on the individual pages on
the right of the diary (the Trip Detail pages) and
consists of trip purpose, main mode of travel, ac-
cesa mode (if any) , destination address, and automo-
bile occupancy and parking cost, if automobile was
used. Color highlighting, screening, and arrows are

used to help the respondent through conditional-
question sequences. Each successive page, as noted

previously, is colored either orange or white and
uses the other color for color highlighting. The

first line of the inside front cover and the page
innediately below the instruction sheet are used for

an example; possible information is filled out in
blue and appears as a handwritten record. Finally,

the back of the back cover was laid out as a space
for comments.

The extent to which respondents actually did fill

in the Travel Record page during the day and the
Trip Detail pages at night is unknown. Chances are
that a significant number of persons completed the

entire form at night. Nevertheless, it is contended
that superior information is obtained, even from
those not following instructions, than would be ob-

tained from a historical record. Juet knowing that
it would be necessary to record information abut
one’s travel for the day should cause the respondent

to pay attention to, and thus remember, trip details.
Various other items were used to assist the re-

spondent. A box was provided to be checked on the
inside front cover if the respondent did not leave
home on the travel-logging day. Different type
faces were used to distinguish between questions and
instructions, and whenever possible, multiple an-
swers were provided by means of boxes to check.
Considerable care was taken in choosing wording to
try to ensure nonambiguity, clarity, and simplicity

and also to be nonthreatening, e.g., the use of
“What to Do” in place of “Instructions.” Although
it was not overdone, “please” and “thank you” were
used whenever appropriate.

Respondents were asked to continue on a blank

page if more than 10 journeys were made. (If a re-
spondent indicated that he or she would make more
than 10 journeys at the time the diaries were dis-

tributed, two diaries were provided.) It was felt
that most respondents would make less than 10 jour-

neys [in fact, only 0.5 percent, or 34 respondents,
reported making more than 10 (Table 1)1 and that
producing extra pages would not be worth the addi-
tional cost and bulk. On the other hand, the sudden
drop in the number of respondents between 10 and 11

trips shown in Table 1 suggeste that had more pages
been provided, some respondents might have reported
more trips.

The design described is the result of a develop-
‘mental application in one locality (including pre-

tests) and subsequent pretests in a second locality.

Travel Diary Envelopes

The need for the travel diary envelope was seen as a

result of the in-field pilot survey. Interviewers
would arrive to pick up the travel diaries and some
member of the household would need to walk around
the house to find the diaries. Even worse, diaries

for given household members could not be found and
interviewers had to return for one or more diariee.
In addition, interviewers were having trouble keep-
ing the interview forms and travel diaries together
for the household. This same problem was experi-

enced by supervisors and other personnel checking to
make certain that travel diary sets were complete.

These problems were solved by the envelope, which

was a standard legal size so that both the travel
diary sets and the 8.5-by-n-in interview form could
be placed inside. This filing system alao proved

invaluable through the geocoding, keypunching, data-
cleaning, and data-analysis stages of the project.

As with the travel diariee, the envelopes were

designed to be eye-catching. Bands of orange and

yellow were printed ae background to certain in-
structions whose importance was emphasized by their
placement on the envelope. An important feature of
the envelope was the presentation of a ‘toll-free
hotline” number. Respondents could call this number

to ask any questions about completing the diaries.

It was manned by a supervisor in the office of one
of the firms conducting the survey. A telephone-

answering machine was used during off hours to pro-
vide round-the-clock service. In fact, use of the

hotline bv respondents (as expected) was minimal.
Nevertheless, the hotlines served an important func-
tion in emphasizing that completing the travel dia-
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ries accurately was a very important task.

one change that should be made to the travel
diary envelope deriving from its use in the main
survey is that a box needs to be added (marked “For
Office Use Only”) to be used to keep track of the

contents of the envelope and the varying clerical
tasks that must be performed to computerize the re-
sults .

Thus, much care was given to the design of both

the diary and the envelope. The overall positive
effect ia demonstrated by the overwhelmingly posi-
tive response by the public to this rather difficult

task.

COSTS OF TRAVEL DIARY PRCCEDURS

One input to any decision about the value of an ef-

fort is cost. Unfortunately, as with many multi-
faceted expensive projects, it is often difficult to
assign costs to individual elements. The final es-
timated cost for the entire survey described here

was $310 000, including data collection, verifica-
tion of 15 percent of interviews, coding, keypunch-

ing, editing, and preliminary analysis. The survey
effort resulted in 2706 complete home-interview
attitude surveys and 2502 complete surveys with
travel diaries. This implies a per-interview cost

of $115/completed attitude survey and $124/attitude

survey with complete travel diaries. The travel
diaries added costs to three aspects of the survey:

printing, administration, and data analysis.

The printing costs added a reasonably significant
amount. Because of the enormous economies of scale

in printing, it is obviously superior to make one

large print run than several small ones. It was

estimated that obtaining the original goal of 2605

surveys might mean contacting 3000 households, be-

cause some households would take diaries and then
fail to complete them. Also, figuring an average

household size of four who were more than 5 years
old (it turned out to be 2.638) implies the need for

12 000 travel diaries. The average cost of these

was about $1 each in 1980 dollars (subsequently it
was found to be possible to produce the travel dia-
ries for as little as $0.65-0.69 each). The total

cost, then, was abeut $12 000 or about 4 percent of
the cost of the completed interview. Because of

this expense, some cost-cutting procedures were ex-
amined but rejected: the color (orange) added only

6 percent to the cost of each diary; the blue for

the answers on the sample page, only 2.5 percent of

the diary cost; and the screening to produce the

grey areas, less than 0.1 percent of the cost. Most

of the cost derived from the need to collate non-
standard paper sizes. From the average cost per

household must be subtracted some small cost for the
additional printing that would have been necessary
if a historical travel record section had been in-
cluded on the interview survey. The 4000 travel

diary envelopes ordered cost $665 or $0.166 each.
The chief administrative cost introduced was the

need to conduct a second interview when the travel

diaries were to be picked up and checked over. Al-
though returning to the household was not very far

out of the way for the interviewer in some cases

(because of the multistage sampling process in which
traffic-analysis zonea were sampled randomly, then

blocks, and then householda) , interviewera often

found themselves needing to make special trips to

pick up travel diaries. On the other hand, the time

spent in the home to check that the information was
complete was considerably less than would have been
needed to aak all the questions as a historical rec-
ord. There is no question that this procedure com-
plicated the interviewer’a task considerably and
that the survey was slowed down because new inter-

views could not be conducted while the interviewers

were busy picking up travel diaries. As mentioned
above, special personnel were developed to collect
travel diaries in order to speed up the survey.

Some additional costs were incurred during the

data-preparation stages as well. The existence of
separate forms for each person and the need to turn
each page to keypunch each trip led to increased

keypunching charges. The geocoding process also was
hampered slightly by the need to turn pages. costs
were added by the need to sort the interview surveys
into the travel diary envelopes after they had been
keypunched. Computer analysis was complicated by
the need to match identification numbers between the
travel diaries and the attitude surveys in order to
add demographic information to the trip-record file
and trip information to the home-interview file.

Thus , some significant costs are added to the
survey. It is impossible to calculate an exact
amount over what the cost would have been had the
information been collected historically. Obviously,

the additional costs must be weighed against the
results obtained. Certainly, obtaining seemingly
logical and complete diaries from 93 percent of
those interviewed speaka positively for the proce-
dure. The next section reporta the results (trip
ratea) from the travel diaries.

RFXULTS FROM TRAVEL DIARIES

The question that one would want to answer ia
whether the results obtained are more accurate than

would have been obtained from recording trips via

the historical-record method. As revealed by the

literature review, no definitive answer to this

question exists and, unfortunately, this case study

does not provide one either. Had, for example, half

of the respondents been asked about their travel

historically and half by using the diaries, a com-
parison of trip rates could be made. Even this

would not reveal anything about the quality of in-
formation obtained by either procedure. Obviously,

a major regional travel survey is not the place for
each experimentation.

The comparisons in trip rates that can be made
include both temporal and spatial dimensions. That

is, the trip rates for this survey can be compared

with earlier rates found in this region as well as

with rates found in other cities. The question,

then, is: Were more trips reported by respondents

via the diary method than is usual for surveys that
use the historical-record method? Unfortunately,

the results reported below can be viewed only as
instructive rather then definitive, becauae factors
that affect trip ratea (such as energy prices, unem-
ployment rates, and the number of households in var-
ious income and automobile-ownership groups) are not
static either spatially or temporally.

The discussion that follows reports trip ratea
for 1980 and for 1965 for the region of the case
study . Both sets of trip rates are based on a sam-

ple of households. Optimally, the procedure that

should be used is to test for significant differ-
ences between average trip rates in 1965 and 1980.
Unfortunately, the appropriate statistical test (the
difference-of-means t-test) requirea knowledge of

the standard deviationa of the trip rates for both
years. These statistics are unavailable for 1965,

which precludes the use of statistical testa.
In this instance, however, this problem is not

critical. The 1965 survey was a 4 percent sample of
households; the resulting sampling error is very

small. The 1980 survey, although only a 0.15 percent
sample (N = 2502), was designed for and obtained a
sampling error of no more than ?5 percent at the
90 percent confidence level. With such large sample
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sizes and such small sampling errors, it is highly
unlikely that any of the differences in trip rates

between 1965 and 1980 are not significantly differ-
ent (with the probable exception of person trips for

personal business in Table 4, discussed below).
Trip rates by purpose for both households and

individuals are shown in Table 2. The motorized
person trip rate of 2.797 consists chiefly of work
(0.672), school (0.380), shop (0.302), and non-horae-
based trips (0.691). This rate comp.srea favorably
both temporally and spatially with trip rates etea-
sured in other cities with study area population

more than 1 million [Table 3 (25,26)]. Detroit’s.—
1980 rate is considerably higher than the rates
shown for all but two of the other cities in Table
3. Also, this rate represents a 14 percent increase
over the 1965 data from the Detroit Regional Trans-

portation and Land Uae Study (TALUS).
Table 4 compares the 1965 and 1980 person trip

rates for Detroit by purpose. Although both house-
hold and person trip rates are shown, the household
trip rates are difficult to compare over the be-

cause average household size has decreased by 24

percent from 3.48 to 2.64 in the 15-year period. It
is thus not surprising that with the exception of
school trips, all trip purposes show decreasing
household rates, with an overall drop of 14 percent
in household tripmaking.

An examination of the person trip rates reveals

some interesting, but not unexpected, trends. Work

trips have increased by 27 percent, which probably

reflects increased labor-force participation, par-

Table2. Traveldiarytripretssby purpoya.

HouseholdTripRate PersonTripRate

Motorized Motorized
TripTypea AI1Trips Tripsb AU TriPs TriPSb

Home-based
Work
Shop
School
Restaurant
Servepassenger
Personalbusiness
Visitfriendorrelatlve
Healthcare
Recreation
Other
All
Non-home-basedall
AH trips

1.775
0.962
1,459
0.253
0.388
0.522
0.508
0.155
0.341
0.117
6.566
2.043
8.609

I.775
0.796
1.002
0.237
0.375
0.470
0.394
0.145
0.277
0.088
5.559
1.825
7.384

0.672
0.364
0.553
0.096
0.147
0.198
0.192
0.059
0.129
0.044
2.483
0.774
3.261

0.672
0.302
0.380
0.090
0.142
0.178
0.149
0.055
0.031
0.033
2.106
0.691
2.797

a~Aver.genumberoftrip%fora24-hperiod.
Excludeswalkonlyandbicycletrips,exceptworktriF6.

titularly among Woman. School tripS have increased
by an astounding 88 percent, perhapa due to an in_
crease in persons attending evening clasaes. The 17
percent decrease in home-baaed shopping trips may be
due to increased trip chaining, which results in an
increaae in non-home-based trips; note the 28 per-
cent increase in the ‘non-home-baaed all” category.
The three discretionary trip Categories--shop, per-
soml business, and social or recreation--all show
decreases, although the decrease in personal busi-
ness trips ia not significant. The 28 percent in-
crease in non-home-based trips is clearly due to an

increaae in trip chaining as a result of energy
costs . Overall, a 14 percent increase in person
trips is shown.

The question not answered is whether the changes

in trip rates are due to the methodology change from

the historical-method record or to actual changes in
behavior. Is the increase in school trips due to
greater participation in educational activities or
to a higher level of reporting of, say, the child’s
trip home for lunch during the school day? Is the
increase in non-home-based trips due to increased
trip chaining as a response to the energy crisis or
to the fact that the diary is a better method to

Table3. Comperiwsnefmoterizedpafeentriprste$withratesfromearlier
etudies.

City StudyYear PersonTnp Rate

Dallas
Denver
Dstroit
Detroit
Detroit
MinneapOfia-St.Paul
SanDiego
Chicago
C3evelsnd
f.msAngeles
SanFrancisco
Soaton
Washington,D.C.
arrcinrrati
Mismi
Houston
Milwaukee
Suffalo
Philadelphia
St.Louis
New York(Tri-State)
Seattle
Pittabun?h

1964
1971
1953”
1965b
1980
1970
1966
1970
1963
1967
1965
1963
1968
1965
1964
1960
1963
1962
1960
19s7
1963
1961
1967
1962

2.89
2.83
2.15
2.46’
2.80’
2.72
2.67
2,45
2.34
2.28
2.25
2.23
2.i7
2.]7
2.16
2.12
2.07
2.04
2.03
1.94
1.81
1.76
1.72
1.66

@mitMetIopotifanAreaTr8naporfationStudy.
~OetroitRetionalTransP-tionmd landU%.Study(TALUS).
14pewentinaeaae.

Tabie4.Compsrieonofrwotoriredtripratesbypwnxteenith1965TALUSeumyhf3etroit.

fncresaeorlkmaae

TripRate,1980 TripRste,1965 Househrdd Person

TripType Household Person Household Psraon TripRate Psrcent TripRate Percent

Home-based
Work 1.775 0.672 1.852 0.531 -0.077 -4 0.141 27
Shop 0.796 0.302 1.284 0.364 -0.488 -38 -0.062 -17
School 1.002 0.380 0.711 0.204 0.291 41 0.176 88
Personalbusiness’ 1.078 0.408 1.435 0.411 -0.357 -25 -0.003 -1
Sncialorrecreation 0.908 0.270 1.393 0.408 -0.48S -35 -0.138 -34
Non-home-basedall 1.825 0.691 1.885 0.538 -0.060 -3 0.153 28
Total 7.384 2.797 8.558 2.460 -1.174 -14 0.337 14

Avghouseholdsise 2.64 3.48

Note:Oatafof1965arefromTALUS report(25J;for1980.fromSt0Pht8and~.
~For1980,thiscste;myinciude$pmonalbu8inrs,heasfbcare,- ~. md other.
F0r1980,thncat~ indudar-estion.estmsd.ndvMttiOrr&*.



Trans~rtation Research Record 891

.

17

emphasize remembering and reporting such journeys?

CONCLUSIONS

This paper has suggested that the traditional method

for obtaining travel-behavior information may be
flawed. That ia, logic, and some evidence, seems to

suggest that when people are asked about their be-
havior in a retrospective manner, as a historical

record, they tend to forget trips, particularly
trips made irregularly.

One possible alternative is to use a travel diary
in which respondents are asked to record various
details about their travel for some future date.
Previous use of such a technique to collect informa-
tion has seen only limited use in transportation

research. The travel diary developed by us is the

first use of this technique for a major metropolitan

areawide travel study.

This paper has discussed the development, design,
administration, and costs of the diary technique. A
number of conclusions may be drawn. First, the
household must be presented with the diaries after a

home interview rather than before. This allows the
development of rapport and cotmnitment prior to ask-
ing respondents to participate in a seemingly diffi-
cult task. Second, every detail of the diary and
supporting materials muet be examined carefully for

their possible impact on the res~nse rate and the

quality of response. Third, a second interview is
needed during which the travel diaries are checked
for logic and completeness. Fourth, a significant
cost is added to the survey both in terms of dollars
and time. Finallyr although logic would seem to
suggest that at least some of the increase in trip
rates shown between Detroit and other cities and
within Detroit over time is due to the use of the
diary technique, the results presented above cannot
prove this contention. Further research is needed
in which the diary method and the historical-record
method are used in the same survey.
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Assessing Day-to-Day Variability in Complex

Travel Patterns

SUSAN HANSON AND JAMES O.HUFF

Recentquestioningofzssumptiemunderlyingcurrenttheoryandpraadcain
atudiesofurbantravelIsehaviodiscontinued.Thefecuaharei$ontheassump
Sionthattheindividual’sday.tmdaytrevelishabitualandtfrattharaforeaona-
dayrecordofbahaviorconstitutesasufficientdatabasefortheoryandfor
modalbuilding.A rationaleferexaminingtheday-te-dayvariationinanindi-
vidual’stravelisestablished;thensoresofthefieldproceduresthatcancontrib.
utetomakinglongitudinaldatasuitsblaforstudyingthisissuearediscussed
md, by usingtheUppsalaHouseholdTravelSurveydatissanexam~e,the~f.
ficacyoftheseproceduresistested.Nextssvaraltechniquesaredescribedfor
measuringtravelpatternssothatdsy.te-dayvariabilitycanbadetectad,andan
spproschtothameasurementproblemiseutlinadwithillustrativeexamplas
fromtheUppsaladata,whichconsistoftraveldiariescollectedover35 con-
secutivedays.The resultsoftheempiricalanalysiaarepreliminary,butthey
indicatethat(a)thaqualityoflongitudinaltraveldlarydataneednotdeteri~
rateoverthesurveyparied,(b)bothemployedmen andnorswerkingwomen
exhibitagraatdealofrapatitionintheirdailytravel-activitypatterns,sothat
(c)dayswithsimilartravelpatternscanbaidentifiedandgrouped.

This paper continues recent questioning of assump-

tions underlying current theory and practice in
studies of urban travel behavior (l-3) . ?iere we
focua on the assumption that the in~i~idual’s day-
to-day travel is extremely stereotyped or habitual
and that therefore a one-day record of behavior con-
stitutes a sufficient data baae for theory and model
building. In this paper we first establish a ra-
tionale for examining the day-to-day variation in an
individual’s travel; we then discuss some of the
field procedures that can contribute to making lon-

gitudinal data suitable for studying this issue,

and, by using the Uppsala Household Travel Survey

data as an example, we test the efficacy of these

procedures. Next we describe several techniques for
measuring travel patterns so that day-to-day varia-

bility can be detected, and we outline our own ap-
proach to the measurement problem by using illustra-
tive examples from the Uppsala data set, which

includes travel diaries collected over 35 consecu-
tive days.

The assumption of habitual travel behavior is im-
plicit in moat travel research but has been made ex-
plicit by some researchers [for example, Br6g and
Erl (~)]. Given that most people are satisfiers
rather than optimizers (~) and given that routine
behavior is a stress-minimizing, aatisficing strat-

egy because it eliminates the need for constant de-
cisionmaking, there are certainly grounds for ex-

pecting that most people establish habitual behavior

patterns. Yet there are also grounds for believing

that travel behavior is cyclical, with cycles that
are daily, weekly, monthly, and yearly, but perhaps
also of two to three days’ length. Evidence from
time-budget studies indicates that one-day data can
present serious problems of inference and that the
level of error is a function of the cycle over which
an activity recurs (5, pp. 79-80). The assumption
of habitual behavior has been questioned by few in
the field of transportation, but Goodwin (~) is one
who, in the context of mode-choice models, has
warned of the limits of the one-day-data base and

who has urged that more attention be paid to tem-

poral variability in travel behavior.
Because there are many questions of both a sub-

stantive and a methodological nature that at present

remain unanswered, there are many reasons for
assessing empirically the level of variability in

daily travel behavior. Is there such a thing as a
“typical,” “usual,” or “habitual” pattern of be-
hav ior around which minor deviations swirl? If
there is, and if the habitual pattern of behavior is
built around a day rather than around a lonqer slice
of time, then it does make sense to ask a subject
what he or she usually does, for example, on a week-
day. But how much variability exists in a habitual
pattern of behavior? What kind of systematic,
cyclical, temporal variability in behavior does the
one-day window on an individual’s travel ignore> IS
it reasonable to rely on a one-day sample of an in-

dividual’s behavior in travel models? -s the in-
terpersonal variability in travel behavior present

in a large sample adequately replicate the intra-
personal variability in an individual’s behavior
over time? If it does not, then what are the
implications for present and future models of
travel? DO certain identifiable groups of indi-
viduals exhibit certain levels of variability (say,

from purely repetitive to purely random)? How much
intergroup variation is there in degree of repeti-
tion? What are the sources of systematic var i-
ability?

For the purposes of transportation planning and

even of understanding travel behavior, we may con-
sider much of the variability, and therefore the
sources of that variability, to be simply random
events; there-are, however, likely to be patterns of

variability that are systematic rather than random

and that can be explained, therefore, by nonrandom
factors. Several geographers have looked at varia-
bility in destination selection and have posited

different possible reasons for this particular type
of variation in travel. Smith cites the individ-
ual’s desire to spread risks over a number of dif-
ferent destinations (~); Hay and Johnston propose
that variability in destination selection reflects
the need for an on-going search in the face of
changes in the attributes of the choice set (~): and
Hanson has shown that the causal mechanism may lie

in the complexity of travel as embodied in the mul-
tiple-purpose trip (10).

T,he ability to a~wer these questions hinges on

the availability of high-quality longitudinal data
and on the capacity to measure day-to-day variation
in an individual’s complex travel-activity pat-
terns. Although it is easy to conceptualize a rou-
tine or habitual pattern of behavior as having a

high level of repetition in choice of modes, desti-
nations, times, and purposes of travel, any measure-

ment procedure runa into the problem of how to de-
fine “habitual.” Hypothetically, we may consider
behavior as ranging from completely repetitive to

completely random, but to define what is routine be-
havior, the analyst must determine the limits within
which variations will be considered part of a habi-
tual pattern. The level of repetition ohserved em-
pirically and the way in which habitual behavior is
defined both depend, therefore, on the length of
time over which behavior is observed. It also de-
pends on the ways in which modes, activities, l@a-
tions, and travel times are classified.

LONGITUDINAL DATA: MAINTAINING QUALITY OVER TIME

Perhaps the main reason for the lack of empirical
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attention to the daily variability in trav’al is the

dearth of longitudinal data on individuals’ travel-

activity patterns. Longitudinal travel-diary data

are expensive to collect and moreover may be vulner-

able to bias because respondents do not record their
behavior with consistent precision over a prolonged
period of time (11, p. 38). For example, in the

Canadian National—Driving Survey, in which respon-
dents recorded all automobile trips (but only auto-
mobile trips) made over a seven-day pericsl, there

was a slight reduction in the number of trips re-
corded per day toward the end of the recording
period; moreover, respondents tended to report fewer
short trips as the study wore on (12). Therefore,

the first question to addresa to a l~ngitudinal data
set before attempting to measure day-to-day varia-

bility is the degree to which trip recording remains

stable over time. Have panel members indeed become

lax and irresponsible as the novelty of partici-

pating in the study wears off?
Data-collection procedures used in the field ob-

viously can affect the deqree to which respondents
cooperate in generating a reliable, unbiased data

set. Three factors that are particularly important
in maintaining panel participation in a longitudinal
study are (a) offering an incentive for completing
the diary, (b) clarifying from the outact the diary-
keeping procedures to be followed, and (c) main-
taining frequent contact with the household to

answer questionS, check diaries, deliver new forms,

and so on.
All of these methods were used in the Uppsala

study to encourage faithful diary recording. In a
pilot study in Skokie, Illinois, Garrison and Wor-
rall found that the offer of incentives increased
the willingness of households to participate in a

four-week travel diary and also helped to reduce the

dropout rate during the longitudinal study (13). As—
an incentive to solicit and to maintain the house-
hold’s interest in the Uppsala project, each house-
hold successfully completing the survey was eligible

for a chance in a small lottery that was held short-
ly after the end of the survey period.

Field operations were designed to allow for ade-
quate time with each household to explain the diary
procedures. To even out the field staff’s workload,
particularly during the initial and terminal house-
hold-contact periods, the sample was divided into

five streams with the households in each stream to
begin recording in their travel diaries on each of

five successive days. Once a household had agreed

to participate in the study, a field-staff member
held a briefing session with the household to go

over the diary recording procedure in great detail.
During this session, which took about an hour, the
interviewer went through an instruction manual
(which was then left with the household) and helped
each household member fill out diary sheets for the
preceding day’s trips as a sample of what the person
was to do.

During the five weeks of the study, the field-

staff members maintained briefer personal contact
with each household once a week and made telephone
contact midway between visits. The first visit to

each household took place not later than two days
after the household began recording. This high

level of contact was necessary to ensure that any
questions would be answered as soon as possible: in

addition, each household was given a number to call
for answering of questions that might not have been
covered during the prearranged personal and tele-
phone contacts. When field-staff members visited

the householda, they carefully checked the completed
diary forms and collected them. This permitted a

reasonable check on the reliability of the filled-in
diaries and enabled a rapid return to a central fa-
cility for on-going sorting, cataloging, coding, and
further checks for blatant errors and omissions--all
while households were still participating in the
study.

To see if these field measures were successful in

keeping the Uppsala panel members faithful to their

travel diaries, we have examined the number of

journeys per day (where a journey is a home-to-home
circuit) and the number of stops par day by day of
the study for each individual. The question ad-

dressed here is whether or not overall tripmaking
was relatively stable or whether It declined during
the 35-day period. For each individual the number

of journeys per day and the number of stops per day
were arrayed by the day of the study (from 1 to 35) :
this was done for all 35 days of the study and then

for weekdays only (where the days are numbered from
1 to 25). Figures 1 snd 2 show examples of these

scatterplots for two different individuals. A re-

gression was then run on each of the resulting four
scatterplots for each of 149 individuals (belonging
to 94 households), who make UP a representative sap
ple of Uppsala’s population. If indeed tripmaking

is relatively stable, then we would expect that the
regression coefficients would not differ signifi-

cantly from zero.
The regression results (given in Table 1) show

that for more than 90 percent of the persons in the
sample, travel (or at least travel as recorded in
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Table1. Analysisofstsbilityoftravelover
surveiilanceperiod,UppsalaHousehold RegressIonCoeffi- Standard Error Regressmn Coefficient S1gnlflca”ta

TravelSurvey,March2S.%lay6,1971. went (N = 149) (N= 149)
Independent Posltlve
Variable

Negative
Mean SD Mean SD Coefficient Coefficient Total

No. of journeys per dayh 0.001 0.024 0.750 0.282 6 8
No.ofstopsperdayb

14
0.008 0.064 2.165 0.815 8 6

No.ofJourneysperday’ O 006
14

0.033 0.705 0,280 7 6
No,ofstopsperday’

13
0.025 0.086 2.045 0.803 8 3 11

NoI.:Results from regression of independent variables against day of the study for 149 indiwduals.
.P < 0.01 Ievek. bAll 35days. COn 25wcekda~sonly.

the diaries) is stable over the surveillance
period. For each of the four independent variables
examined (number of journeys made per day for all 35

days, number of stops made per day for all 35 days,
number of journeys made per day on the 25 weekdays,

and number of stops made per day on the 25 week-
days), the mean of the 149 regression coefficients
is close to zero.

Because we had thought that weekday travel was

likely to be more habitual than travel over all
days, we had hypothesized that the standard errors

of the estimate would be lower for the variablea re-
lating to travel only on the weekdays. But as Table
1 shows, there is little difference in the means of
the standard errors for weekdays compared with those
for all days. There is, however, a noticeable dif-
ference between the standard errors associated with

the regressions for journeys and those for stops;

the number of stops an individual makes per day is a

great deal more variable than is the number of jour-
neys made per day. Figures 1 and 2 also clearly il-

lustrate this point.
Not only were the means of the regression coef-

ficients near zero but also in every set of regres-

sions less than 10 percent of the sample individuals
had regression coefficients that were significant at

the level of P < 0.01; moreover, the significant
regression coefficients were not consistently nega-

tive. We can conclude, therefore, that only for a

tiny proportion of the sample (2-5 percent, de-

pending on the independent variable in question) did

trip recording decline over time. Because we do not
know what proportion of actual trips was recorded,

we of course have no way of knowing whether or not
the proportion of recorded-to-actual trips changed
over time.

MEASURING TRAVEL-ACTIVITY PATTERNS

In order to assess day-to-day variability in travel,
one must devise measures of travel-activity patterns
that are sensitive enough to permit meaningful com-

parison between any two days’ travel. A number of

different approaches to this problem have recently

been developed and given the current importance ac-

corded this problem (~), it seems worthwhile, for

purposes of comparison, to describe briefly each of

the various approaches before outlining our own.
Perhaps the simplest approach is to create, for

each day’s travel pattern, a vector of descriptive
attributes such as the number of journeys, the num-
ber of stope, activities pursued, modes used, dis-
tances traveled, time spent outside home, and cen-
trographic measures on the spatial distribution of
destination sites. This approach has never been
used to compare travel patterna between single days,
but it is essentially the same method that has been
used to describe an individuals travel-activity
pattern over an extended period of time (14). Such

a procedure would be adequate for determ~ning the
similarity between two days’ travel in fairly gener-
al terms, but this method does not retain detail at
the level of the stop.

Pas has pursued a stop-based measurement approach

in an effort to clasaify travel-activity patterns

(15) . For each daily pattern, Pas develops a de-
s~iptor that basically counts the number of ways in

which two stops are similar and then sums over the
number of atops in the pattern. Pas’s descriptive
measures distinguish between the primary and the

secondary attributes of stops; a Primary attribute
measures whether or not a stop was made, and a sec-
ondary attribute measures a characteristic of a
particular stop, for example, the mode used. Two
travel patterns are compared on the basis of, first,
whether or not a stop was made (if yes, then there
is a match; if no, then there is a mismatch) and,
second, on the basis of the number of matching stop
characteristics. Pasts measure of similarity be-
tween two patterns is based on Gower’s work (16) and
is a weighted average of the similarity betw~n the

two patterns on each attribute. In Pas’s applica-
tion of the technique, each pattern to be measured
represents a different individual because the method
was developed to compare the one-day travel patterns

of a sample of individuals. Nevertheless, the meth-
od could be extended to compare different days’
travel patterns for a single individual.

A third approach is based on the now familiar
two-dimensional representation of a day’s travel-ac-
tivity pattern as a time-space path (2,17,18).
Reeker and Schuler have recently developed <~ay—to

classify such time-space paths by using pattern-
reccqnition techniques (19). Transformations are

used first to simplify the—space-time path, and then

similar paths are clustered on the basis of selected

characteristics of the paths. This method empha-

sizes the lwation of the individual in space and
time throughout a given day, but it does not permit
information such as mode uae or activity participa-
tion to be considered simultaneously with the space-
time coordinates. Attributes of the space-time path
such as activity participation and mode use can be
handled by establishing separate paths that show,
for example, type of activity being pursued at any
time during the day.

Here we propose yet another way of measuring

travel-activity patterns and of comparinq patterns
frran different days. The basis for measurement and
for comparison of travel pattern i with travel pat-

tern j is the ordered set of trip links (tiN) that
constitute the Nth daily travel pattern TN (in the

Uppsala case, N = 1, .... 35). Each stop made is

asaigned to an equivalence class (Xj) where the

equivalence relation is defined on the basis of se-
lected trip-link characteristics. The degree of

similarity between two travel patterns can then be
measured in terms of the number, order, and type of
trip links (as described by their equivalence class)
ccumwn to both daily travel petterns.

Each trip link (or stop) is aasumed to have the

following properties: trip purpose or activity (a)I
mode of travel (m), time interval of arrival (t),

dietance from last etop (d), and location of desti-
nation (1) defined by x-y coordinates corresponding
to street addresses. Trip-link equivalence classes
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can be defined in terms of one or more of the five

trip-link properties, and the method therefore per-

mits comparison of daily travel patterns on the
basis of a different number of stop characteris-

tics. Comparisons based on only one stop dimension

WOU ld require equivalence classes such as
(Xilm), the aet of all stops by mode i, or
(Xjla), the set of all stops for activity j.

Comparisons based on two stop characteristics would

use equivalence classes such as (Xklm?l)l the
set of all trip links that have a given mode and a
given destination location in common. Similarly,
comparisons can use equivalence classes defined in
terms of three, four, and five dimensions of trip

Table2. Some measuresofrepetitionbasedon two atopcharacteristicsfor35-
daytravelpatterns:nonworkingmsrriedworraanwithpreschoolchildren
(N= 9}.

No. of Cells No. of Cells Value of
with >10 Per- wlth > I Largest
cent of stops stop Cell (%)

Contingency Table’ F SD i SD k SD

Actlwtyb x mode’ (20)

Timed x mode (16)
Distancee x mode 120)

Actlwty x time (20)
Distance x t]me (20)

Actlwty x distance (25)

Locatlonf x distance ( )g

Locatlonxtlme( )g

Location x act]vlty ( )g

Locatmn x mode ( )g

3,2 0.4 9.0 2.4 34.2 9.7
2.7 0.1 6.5 1.9 527 16.6

2,8 1.2 8.2 2.5 44.4 10.7
2.9 0.8 8.5 2.2 41.8 11.1
2.5 1.1 9.2 2.2 42.7 14.8
‘6 0.7 10.6 3.2 30.6 9.3
;:1 0.8 10.9 4.0 23.0 12.3
1.4 0.7 12.7 4.6 22.8 129
1.4 0.9 9.4 3.2 21.4 11.3
1.3 0.5 11.7 4.0 23.3 10.3

Note: I)a[a are from Uppsala Household Travel Survey, Uppsala, Sweden, 197 I

aN. mbers m parentheses )ndicate number of cells in table.
bActtvtttes were coded as follows: 1 = social, 2 = personal business. 3 = shop, 4 = work, 5 =

recrear son, 6 = home.
cModes. were coded as follow% 1 = walk, 2 = bicycle, 3 = bus, 4 = automob de, 5 = o!her

(moped, taxi, horse, elevator, etc.).
dTime of arrival at destination was coded as follows: 1 = rntd”tght to 8:59 a.m., 2 = 9:00

a.m. to 3:59 p.m., 3 = 4:oo p.m. to 6:59 p.m .,4 = 7 p.m. 10 midnight.
eDistame lraveled to S1OP destmatmn (on that trip Ii”k) was coded as follows: I = 0 to 0.49

km,2 = 0.S to 0.99 km, 3 = I.oto 1.99 km,4 = 2.0!0 2..99 km, 5 = > 3.0 km.
fUniq.e locations were identified by street addresa.
aN. mber d unique Iocatvmm (and therefore tbe number of cells m tables using location)

differs by individual; averaFTe number of WIq.e Iocatmm vimted by women was 30.9 with
a standard deviation of 8,2 a“d by me” was 26.0 with a standard devirat ton of I 3.4.

Table3.Some measuresofrepetitkmbaaedon two stopcharacteristicsfor35-
daytravelpatterns:full-timeemployedmarriedmen withnonworkingwkea
andpreachoolchildren(N=9).

No. of Cells No. of Cells Value of
with > i O Per- with >1 Largest

cent of Stops stop Ceil (%)

Contingency Table’ i SD i SD ; SD

Actwltyb x mode’ (20) 3.0 0.8 10.1 4,0 34.3 10,7
Timed x mode ( 16) 3.9 1.2 7.8 3.0 36.3 168
Distance’ x mode (20) 2.5 0.9 7,4 3.8 41.2 [6.9
Activity x time (20) 3.1 1.2 10.7 4,9 29.0 13.7
Distance x time (20) 2.-1 1.6 10.5 4.5 32.2 15.6
Activity x distance (2S) 1,9 0.9 13.0 6.1 36.3 13.O
Locatlonf x distance ( )g 1.7 0.7 12.3 6.3 26.7 9.7
Locatmn x tmle ( )g 1.4 1.0 14.1 9.0 21.9 13.2
Location x Jctlv!ty ( )g 1.7 0.8 11.8 7.8 28.7 11,4

Location x mode ( )g I .7 1.0 12.8 6.6 24.5 79

Note: Data are from Upp$ala Household Travel Survey, Uppsala, Sweden, 1971.
aN. mbw$ m parent hews mdtcate “umber of cells m table.
bActivittes were coded as follows: 1 . social, 2 = personal bustness, 3 = shop. 4 = work, 5 =

recreat m”. 6 = home.
~ModLx were coded .!s follows I . ~a,k, 2 . b,cyc[e, 3 = bus,4 = autom<, b,le. 5 = other

(moped. tax,, horse, ~levalor, ~fc ).
dl’imc of JCr, val al deslmat)o” was coded as f“llows I = mtdntabt to 8: S9 a.m., 2 = 9:00

a.m. to 3.59 p.m., 3 = 4:00 p.m. to 6:59 p.m.. 4 = 7 p.m. to midn,ght.
Whsla”ce traveled to stop desttnatwn (o” the.! trip h.k) was coded as follows. I = O to 0.49

km, 2 = 0.5 t<, 0.99 km, 3 = 1.0 to 1.99 km,4 = 2.OtO 2.99 km. s ‘ ~ 3.0 km
‘U”iqw locations were ,dent,fwd by street address.
t%N”mber of unq”c kxatt<,m (tnd Cheref,,re number of cells m tables .stng Iocat ton) differs

by mdiwd”al; avcwiae n.mbcr of “niq.e locatiom visited by women was 30.9 with a
standard devtatm” of 8.2 and by men was 26.0 wtth a ~lan&rd dev-tlon ‘f 13.4.

links. Daily travel patterns can therefore be com-
pared in terms ranging from the simple, involving
one stop characteristic, to the complex, involving
all five stop characteristics.

When the stops have been partitioned into equiva-
lence classes, it ia possible to classify or group

daily travel patterns on the basis of trip links

common to patterns in the class. We beqin by de-
fining, for each person, an N x N commonality matrix

c = Cij
where N is the number of days in the long-

itudinal record and Cij is the set of trip links,

aa defined by their respective equivalence classes,

which are common to travel patterns Ti and ‘1’..
1Travel patterns can then be groupad sequential y

into increasingly general travel classes on the
basis of the number of trip links or stops common to
the travel patterns. The linkage algorithm simply
searches for the largest number of commonly held

trip links and groups the two patterns or sets of
patterns containing these links. The algorithm need

not generate disjoint equivalence classes at each
level of aggregation because disjointness appears to
be neither a necessary nor a desirable property of a

travel-pattern classification scheme.
we illustrate this procedure with an empirical

example by using two dimensions of trip links and
two small samples drawn from the Uppsala survey.

The samples were chosen to be internally homogeneous
with respect to srsciodemographics and consist of (a)
nine married women (aged 18 to 39) who do not work
outside the home and who have at least one preschool
child at home and (b) their husbands, all of whom

are employed full time. In addition, all of these

individuals have lived in Uppsala for more than four
years and therefore should no longer be in the early

stsges of learning about the city. We would expect

repetitive patterns of behavior to be well estab-
lished by those who have lived in a city for this
length of time.

The first step is to determine the appropriate

equivalence classes for each individual. Because we

expect behavior to be repetitive, setting UP equiva-

lence classes for every possible mode, activity,
destination, etc., is unnecessarily unwieldy; more-

over, the tractability of the measurement procedure

is enhanced if stopa are concentrated at a few des-

tinations, activities, modes, and so on. We examine

the degree to which any two stop characteristics
(e.g., mode and activity) occur together repeti-

tively by examining a series of ccmtin9encY tables

for each person. If behavior is indeed habitual, we
would expect an individuals stops to be concentra-
ted in a very few cells within each contingency

table. Complete repetition would mean of course

that all stops would fall in one cell of any given
contingency table, and if behavior were completely

random, the individuals stops would be evenly dis-
tributed throughout the cells of any given table.
Analysis of contingency tables therefore indicates

the degree to which behavior is habitual as well as

the nature of the equivalence classes that should be
defined for each person.

For each person we constructed 10 contingency

tables and for each table we examined the level of

repetition via three measures: (a) the number of

cells in the table with more than 10 percent of the
stops, (b) the number of cells in the table with

more than one stop, and (c) the percentage of stops
occurring in the largest cell of the table (see

Tables 2 and 3). Ten percent was chosen arbitrarily
as representing a significant percentage Of StoPs:

counting cells with more than one stop gives a mea-
sure of the distribution of stops throughout the
cells, and focusing on the value in the lar9est cell

gives a measure of stop concentration in the table.
Routinized behavior would yield small values for the
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first two measures and a large value for the third
measure.

The results are given in Tables 2 and 3 and sup-

port Marble and Bowlby’s ‘finding that travel is
highly repetitive (20). Yet the behavior patterns
are not completely ~tereotyped. On the average, a
small number of cells contain more than 10 percent
of the stops in a table, whereas up to half of the
cells in a table have more than one stop. Also, de-
pending on the table in question, the average pro-
portion of an individual’s stops that falls in the
largest cell ranges from roughly one-fifth to one-

half. Clearly, the equivalence classes for a person
need to be chosen carefully, for with a relatively

small number of such classes (small by comparison
with the total number of possible equivalence
classes) the analyst can capture the lionts share of

a person’s daily travel behavior.
We had selected the two samples expecting to find

sizeable differences between them in the degree to

which behavior was habitual. Because the men had
full-time jobs and because none of the women worked

outside the home, we thought that the men’s stops
would be more heavily concentrated in a few cells of

the contingency tables. Yet the evidence in Tables
2 and 3 does not support this hypothesis; the men’s
stops are not consistently more concentrated in a
few cells. To test for statistically significant
differences between the men and the women, we used
the two-tailed Student’s t-test to compare the means
in Table 2 with those in Table 3. In only one in-
stance (the number of cells with more than 10 per-

cent of stops in the time-x-mode table) was the dif-
ference between means significant at the P < 0.O5

level. This very preliminary evidence suggests
that, despite clear differences in employment sta-
tus, individuals’ travel patterns do not differ

drastically in terms of level of routine or repeti-
tion. Clearly, this is one research area that needs
further attention.

We illustrate the remainder of the procedure with

the travel records of one individual taken from the
sample of men. Table 4 gives the equivalence class-
es defined for this person and used in drawing up

the commonality matrices. A portion of the mode-
distance commonality matrix is shown in Figure 3.

The commonality matrix shows the trip-link charac-

teristics (in this case the mode and distance char-

acteristics) that any two days’ travel patterns have

in common, and the number of times these common

ewivalence classes occur is given in parentheses.
Of course, in the full-scale analysis each cell of
the conunonality matrix would hold all equivalence
classes common to the two days in question. The
similarity between any two days’ travel patterns can
then be determined by the number and type of equiva-
lence classes common to both days. In Figure 4 the
similarities among the travel patterns shown in Fig-

ure 3 have been diagramed to show the nature of the

commonalities at different levels of generaliza-
tion. Figure 4 is an example of a linkage tree, in
which similar days are grouped on the basis of the

number of common trip-link characteristics; days 1

and 2, for example, have six MID1 (walk, < 0.5

km) stops in common, and days 5, 1, 2, and 3 have at

least two such stops in cormnon. Figure 5 shows the
way in which similar days may be grouped on the
basis of commonly held time and activity stop char-
acteristics.

SUMNARY AND RESHARCH NEEDS

This paper provides some empirical understanding of
the day-to-day variability in individuals’ complex
travel-activity patterns. Analysis of the Uppsala

diary data has shown that the overall level of trip-

making did not decline over the study perl~: the
argument that longitudinal data are not worth ana-
lyzing longitudinally (because trlP recording falls

off over the surveillance period) is therefore not

supported in this instance. The primary purpose of
the analysis described in this paper has been to il-

lustrate a methodology for measuring the day-to-day
variation in travel patterns, but a number of inter-
esting points have emerged from this preliminary
work. The analysis has shown that although there is

a great deal of repetition in individuals! daily
travel patterns, and although even unemployed people
display a high level of this repetition in their
travel, there is still a noticeable amount of varia-
bility in travel even on weekdays for a full-time

employed person. This means that more extensive
analysis of the systematic variability in daily
travel patterns is likely to yield interesting in-
sights.

In the method described here, a personrs trip
links are classified in terms of one or more char-

acteristics, and then travel pattern i is compared
with travel pattern j on the basis of these trip-
link equivalence classes. We have shown how the
method may be used to identify days with similar

travel patterns, but there are additional results
that can be obtained. Summary statistics on the
distribution of waiting times between trip links in
the same equivalence class can provide insight into
the cyclical nature of travel at the trip-link
level. Also, the most frequent trip-link combina-
tions can be analyzed to determine archetype travel

patterns that persist across time for one individual
or across different individuals; these archetypes

should describe typical travel patterns to which

other, less frequent or nonrepetitive trips are
linked. If, for example, cij* is the number of
trip links common to Ti and Tj, then a simple
measure of travel-pattern similarity is

‘i”=”’ addition, comparing
gi~ud~~{~~~~ pa~erns across individuals as ~;
as within individuals would permit us to separate
the observed variance about the mean for any measure
into two components: variance due to aggregation
over nonidentical individuals and variance internal
to each individual’s longitudinal record.

Current travel-demand models focus almost ex-
clusively on the prediction of single trip links in

the daily travel pattern. They often fail to recoq-

nize or consider possible interdependencies existing

between trips contained in a home-to-home circuit

and invariably ignore the possibility that trip se-

quences recur in some systematic fashion over time.
From a policy standpoint, the estimates of travel-
demand elasticities (as derived from the coeffici-
ents in the travel-demand model) are likely to be in
error if the trip links in the daily travel pattern
are not independent and if the daily travel pattern
for an individual varies systematically from one day
to the next. The methodology described here will

enable analysts to identify spatial and temporal

regularities and interdependencies existing between

trip links and between daily travel-activity pat-
terns. In particular, it should allow us to dis-
tinguish between variation intrinsic to the individ-

ual and variation arising from difference aasmg in-
dividuals and to assess the implications for travel-
demend models of ignoring the day-to-day variability
in individual travel patterns.

This research was funded in part by National Science
Foundation grant SES 81-05845. We would also like

to thank our research assistants, Kimberly Church-
ill-Jones and Anna Shaw, and our typist, Sandra Snow.
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Table4. Equiwdars~dasassdsfirwdforirrdhiduelID 260S1.

Description of

Contingency Table Notation Used Equivalence Class

Actw]ty x mode

Timex mode

Distance x mode

Time x actwity

Distance x [lme

Actmty x distance

Locatmn x distance

Locationx time

Location xactiwty

Location xmode

~,hi~
A3,M,
A, ,M4
T1 ,M2
T2 ,M2
T2 ,Ml
T2 >M4

DI,MI

D2 ,M2

TI sA.r

T29A2
T2,A3
‘2,A4
TI 3A6
T3 ,A3

T3 >AC,
D1, T2

D2 ,T2

D1 ,Tl

D3 ,T2

A3,D1

A4,D1
La,T2
LB,T1
‘8,T’2

L8,A4
L26,A4

f-8,M2

Work, bike

Shop, walk
Shop, car
< 9a. m., bike
9 a.m. -4 p.m.,bike
9 a.m. -4 p.m., walk

9 a.m. -4 p.m., car
< 0.5 km, walk

0.5 to I km, bike

< 9 am., work

9 a.m. -4 p.m., personal business
9a.m.-4p.m.,shop

9a.m.-4p,m.,work

9a.m.-4p.m., home
4 p.m.-7 p.m., shop
4 p.m. -7 p.m., home

0.5 km, 9 a.m. -4 p.m.

0.5-1 km,9a,m. -4p,m,

0.5-1 km, < 9am.
1-2 km, 9 a.m. -4 p.m.
Shop, < 0.5km

Work, O.5- 1 km

Locatmn 8,0,5- 1 km

Locatmn 8,< 9am.
Location 8, 9 a.m. -4 p.m.
Location 8, work
Location 26, work
Location 8, bike

Figura 3. Portion of modadiatanrn romrnonaliiy matrix for trip links, individ-
ual ID2SOW.

DAY I 2 3141516 7
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2 M,01(61 MI D,(61 M, 0,(2) 0 M, D,(4) o 0
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3 lao:141, M202(3) M,O, (21 0 tA~o* (4)
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Monitoring and Evaluation of State Highway Systems

DOUGLASSB.LEE

During the three immediately preceding deeedes, the U.S. highway system has
baencharecterized bysteadygrowth intotal travelrinereaaad syetemmilsage
and eapscity, and net investment in beth pavement strength end surface
quality. Thepattern forthammingde@das isalreedy bammingapperent,
and it will be characterized by approximately atabla overall traffic levels,
maintenance and rerenstrustion of existing mileage, and probably some net
disinvestment inthes~stemasa whole. Thedata andthamathod$ that high.

WSYPlanners have u=d to guide decisionsduring the previous phsae of devel-
opment of the highway system are unsuited to the problems of the doming
decedse, and state-level monitoring and evaluation functions will requira a
major reorientation in data collection and analytic tools.

Evaluation means estimating the incremental benefits

and costs of alternative projects and programs,
whereas monitoring means collecting the data that
will support the evaluations. Instead of simply

prioritizing projects within an exogenous budget

constraint, highway planners must be able to distin-
guish those improvements that are worthwhile from

those that are not, no matter how big or small the
budget. Analysis capable of making this distinction

attains a much higher level of technical and politi-

cal credibility thsn analysis that is not so capa-
ble. Several states have taken steps in this direc-
tion (1,2) and the Federal Highway Administration
(FNWA) ‘s~pports an analytic package (~), but the
pace of implementation needs to he accelerated.

EXISTING SYSTEM

The familiar distributions of highway mileage and
vehicla miles of travel (VI@) by functional system

are arrayed in Table 1. The vast bulk of the mile-

age is not included in the federal-aid system, and
most of this excluded mileage is in rural county
roads. A large share of these roada lack an all-

weather surface. In contrast, travel is heavily

concentrated in urban areas and on Interstates.
Even at this level, then, the existence of a large
extent of relatively low-volume roada ia suggested.

A parallel set of numbers ia constructed in Table
2 (~) aa an attempt to portray the total value of
the capital stock. Applying the average per-mile

replacement cost estimatea (including right-of-way)

to the mileages in Table 1 yields total replacement
costs for each functional system. This distribution

of the value of the capital stock by functional

claas is much closer to the VMT distribution than is

the mileage distribution; rural collectors and area

service roads show a lower VMT per dollar of capital
value. Figure 1 shows how the three distributions

.
compare.

As a rough indicator of cost, the total replace-
ment value can be converted to an annuaI figure by
means of a capital recovery factor (CRF) , i.e.,

Equivalent annual cost = CRF x total replacement
value,

where the CRF includes both a lifetime and a dis-

count rate. Using a CRF of 0.10 yields an annual

capital cost of $174 billion annually, on the as-

sumption that all highways are maintained and re-
placed as they wear out and both the land and other

resources used could earn a market rate of return if
put to other purposes. This is an estimate of the
value of the resources that will be foregone by so-

ciety in order to maintain the highway system as ia
in perpetuity. Nothing is implied about the bene-
fits of doing so.

Actual expenditure on highwaya is a measure of

cost that, under present financing arrangements,

doas not include any component for opportunity costs
(e.g., the interest foregone on funds expended in
highway construction). If the interest cost is re-
moved from the replacement coat estimate above, the
residual will represent expenditures for maintenance
and reconstruction needed to offset the physical de-
preciation of the highway ayatem. If we asauma that

70 percent of the investment in a typical highway
depreciates over a lifetime of 15 years, the total

replacement value translates into an expenditure

level of $81 billion that is required to be spent

each year so as to keep the entire system in stable
condition. Current ●xpenditures for capital and

maintenance by all levels of government are about

$30 billion. These contrasts are illustrated in
Figure 2.

Sme of the information from the previous tables
has been recombined in Table 3, which share average
daily traffic (ADT) and economic cost (including in-
terest coata) per vehicle mile. Average volumes are

substantial on sosee systems and meager on others,
and the averages conceal an additional dimension of
variation within the categories. Cost per vehicle

mile (no administrative or externality coats are in-
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Table 1. Total road and street mileage and VMT bv funcdenal lyetem.

Rural Urban Total Rural Urban Total

System Males Percent Miles Percent Miles Perrent VMT Percent VMT Percent VMT Percent

Interstate 31334 0.8 9114 0.2 40448
,irterlal

I .0 133597 8.7 159452
235492

10.4 293049
6.0

19.2
115956 3.0 351448

Collector
9.0 274110 17.9 474274 31.0

727 216 18.7
248384 48.9

63537 1.6 790753 20.3 177258 11.6
Local

75 159 4.9
2284756 S8.7

252417 16,5
427727 ~ 2712483 69.6

Total 3278798
85 114 ~

872
-9 ~ 235283 15.4

616334 15.8 3895 !32 670079 43.8 859054 56.2 ,529133

Table 2. Average replacement mat per miia and total replaoemeaetmat by fune
tional da$$.

Replacement Cost/Male ( 1978 $)

Rural Urban Total

System Amount Percent Amount Percent Amount Percent

Interstate 77614 4.5 109131 6.3 J86 745 10,7
Amerlal 288949 16,6 427 182 24.6 716 130 41.2
Collector 314885 18.1 12] 038 7,0 435922 25.1
Local 228476 ~ 171091 ~
Total

399566 23.0
909923 52.3 828441 47.7 1738365

Figure 1. Comparison of sharesof mileage, VMT, and rspital replacement value
by functional system.
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eluded) varies less than MIT but also suppresses

some variation. Thus there are probably some urban

Interstate segments the average depreciation costs
of which exceed 27 cents/vehicle mile and acme rural
locals the costs of which are less than 6 cents/ve-

hicle mile. No private operating or trSVel time

costs are included in these figures; they are solely
for the capital cost of the facilities.

with current user charges running about 1.5

cents/vehicle mile overall, uaera ace not being
asked to demonstrate a willingness to pay the long-
run costs. The benefits to the users may exceed the
costs incurred, but the evidence must come from

Figure2. Compariaonofmmmrttuwrchargaa,expsnditure$,andcapital replara.
rnentferhighways.

BILLIONS OF $ ANNUALLY 174

81

40

22

I I
USER E.XPEND- OEPRE - REPLACEHENT
FEES lTURES C1AT113N

(ALL LEVELS OF GOV’T)

TabLa3. ADTandaveraga capital replacement cost pervehide mile by func-
ticmal eyatem.

Rural Urban

Dollars/ Dollars/
System ADT VMT ADT VM T

Interstate 11681 0.06 47932 0.07
Arterisl 3189 0.10 11206 0.09
COUectOr 668 0.18 3241 0.16
Loral 102 0.27 962 0.11

F~ure3. Furscdenal ralationshipabatween highway sestsandbenefits.
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sources other than, or in addition to, user

charges. For the relatively low-volume rural roads,

it seems unlikely that users would undertake nearly

as much travel as they now do if user fees averaged
27 cents/vehicle mile. Although state and local

taxpayers might be willing to carry some portion of
the total cost, there is reason to doubt that they

would tolerate general tax increaaes of the magni-
tude that would apparently be required.

Another dimension of the existing system is who
uses it. The breakdown by W1’ for 1977 (~), ah-
below, indicates that perhaps as much as 90 percent
is passenger travel if pickups and vana are used
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primarily for that pur~se. At the other end, about
5 percent of the travel is by heavy trucks. AS a
rough generalization, congestion is caused by pas-

senger vehicles and pavement wear is caused by heavy

trucks.

Vehicle Class =

Primarily passenger
Motorcycle 0.8
Small automobile 15.4
Standard automobile 59.3
Pickup and van 17.6
Bus 0.4

93.5

Freight vehicle

Single-unit truck 1.9
Combination < 70 000 lb 2.7
Combination > 70 000 lb 1.9

6.5

The VMT distribution by vehicle class is not the
same across functional systems, so heavy vehicles
are more likely to be concentrated on heavy-duty In-
terstate and primary roads. Under certain condi-
tions, however, a very small amount of heavy-truck
VMT on light roads can result in very heavy damage.

Thus the highway system overall is characterized
by extremely skewed distributions. High VMT and
high construction costs are concentrated in a small

area of road mileage; heavy weight and high VMT are
concentrated in a few vehicle classes. Small errors
in measuring the parameters of these distributions

at critical points may lead to larqe errors in in-
vestment programming and pricing, whereas large er-

rors at other points may make very little difference.

CRITICAL INFORMATION NEEDS

Improved understanding of four types of relation-

ships will be essential for sound management of the

highway system in the coming decades. The four
kinds of relationships, illustrated in Figure 3, are
as follows:

1. Effects of improvements (surfacing, widening,
strengthening, etc.) on highway performance charac-
teristics (capacity, surface quality, safety):

2. Effects of use (freight and passenger vehicle

travel) on highway characteristics;
3. Effects of highway performance characteris-

tics on user costs (time, running costs, accidents);
and

4. Effects of user costs and user charges on

highway use.

In addition, information that will allow the impacts

of improvements, user costs, and externalities to be
stated in common units (such as dollars) is also
needed.

Improvements and Highway Performance

On one side are expenditures for overlays, bridges,
lanes, shoulders, medians, grading, tunneling, land
acquisition, signing, signals, pavement markings,
maintenance, repair, landscaping, and other con-
struction and operating activities. On the other
side are capacity, surface quality, strength, design

speed, directness of route, safety, and other quali-

ties associated with the service being provided.
Relationships between the two sides include estima-
tion of the expected life of pavements and geometric
design.

Of the four kinds of relationships, effects of

improvements on performance are the best under-

stood. There iS Still much that is missing or ~Ould

be improved, however, such as matching the incr nen-
tal costs of different types of improvements i. al-
ternative combinations with the resulting perfor-
mance changes.

Use and Highway Performance

The two primary variables here are congestion and

pavement wear. Although both have been the subject

of much attention, the basic empirical information
is still weak. Consumption of capacity is measured
in passenger car equivalents (PCES) , and the contri-
bution of a given vehicle varies with the size and

performance characteristics of the vehicle, the
grade and other geometries of the highway, and the
mix of vehicles in the traffic stream. Each of
these general sets of variables includes many
specific measures, and the interrelationships be-
tween the sets are often important. For example, a
vehicle that has a low power-to-weight ratio in
mountainous terrain possesses a much different PCE

on a two-lane road than on a four-lane road.
Pavement wear is thought to increase with the

fourth power of the weight on the axle, a relation-
ship that implies a high sensitivity at the heavy
end. Aggregate evidence that Interstate highways
are wearing out faster than expected suggests the
importance of a better understanding of the usage-
damage relationship. Weather and soil conditions

are known to affect the vulnerability of pavement to
axle-load applications, but the statistical experi-
ments needed to verify and extend the relationships
have not been undertaken.

Highway Performance and User Costs

Time has value to travelers as productive working

time lost or foregone leisure and to goods movement
as inventory costs. Pavement quality affects speed,
wear, fuel consumption, and accidents. Geometric
design and traffic volumes affect accidents as well

as time snd running costs. The relationships among
these variables are, as with many of the other im-
portant relationships, highly nonlinear. Congestion
reduces fatalities over at least some ranges, and

poor pavement quality may have no effect on speeds
for some geometries. Many of these relationships
are poorly understock, yet they are basic to the

evaluation of investment in highway improvements.

User Costs and Demand

An essential relationship that has been almost com-

pletely overlooked is the demand for highway travel
as a function of highway user fees and the perfor-
mance characteristics of the highway system. Re-
duced pavement quality increases travel the and
running costs, and this undoubtedly has a price ef-
fect on use, but the elasticities have been only
roughly approximated.

Data Collection

Better information about these relationships will be

acquired only by monitoring highway performance and
travel over a substantial period of time, ati these
data-collection activities should be regarded as

part of a continuous effort. Expenditures need to

be tabulated by functional improvement and location
so they can be linked to other data on segmant-spe-
cific characteristics of use. Weigh-in-motion capa-

bilities have improved to the point where no disrup-
tion of the traffic flow is necessary (for example,
by using bridges). Measurement, recording, storage,
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and analysis of data can be heavily automated at
unit costs that are steadily declining. Many kinds
of data are available simply by tapping into an al.
ready existing data flow. These can be supplemented
with case studies and specific highly focused samp-
ling experiments and other low-cost studies. The
moat critical deficiency at present is the lack of

an experimental design framework that will allow the

data that are collected to be used for improvin9 un-

derstanding of the key relationships.

ANALYSIS NEEDS

The data and empirical relationships described above
are useful for many aspects of highway system man-
agement, but only three will be selected for further
discussion.

Improvement Prog ramminq

Evaluation of the trade-offs among different types

of improvements and different locations needs to he

done in a way that allows the benefits of an im-

provement to be related to its costs. Current prac-
tice avoids this question by assuming that the bud-

get to be spent is determined exogenously, and the

only analytic problem is to prioritize improvements
among the set of those available. The possibility
that the budget might be sufficient to include some
projects that are not worthwhile is not admitted,
and the methods for prioritizing do not illuminate
the trade-offs among types of improvements and loca-
tions.

A benefit-cost framework is clearly the suitable
model for improvement programming, and using even
the data that are currently available would produce
better results than typical practice, with less ef-

fort. Without better information on performance
characteristics and user costs, however, there is no

method that will efficiently allocate resources to
incremental highway improvements.

User Charges

The notion that users should pay something for the

use of the highways has been accepted for a long
time, but the concept that users should pay the ec-

onomic costs of their use has not yet been estab-
lished as clearly in the highwsy sector as it has in
such areas as telephone service and utility rate
structures. Deriving the maximum benefit from the
highway system requires implementing user charges
that more closely approximate the costs of use. If
future investment in highways is to be concentrated
in the most productive links and kinds of improve-
ments, information on user benefits as derived from
evidence of willingness to pay will be a necessary

ingredient. Moreover, well-designed user charges
will provide signals to usera about how they can

best economize (such as by spreading heavy loads on-

to more axles) on scarce highway resources. Financ-
ing the highway system calls for determining which
vehicle classes to get the revenues from and which

segments can only be supported if nonusers pay for
them.

Design Standards

In the debate over the completion of the Interstate

system, it has been recognized that design standards
are not immutable and inviolable truths. In fact,
many design standards are not cost-effective in many
of the situations to which they ostensibly apply,

and either the standards have been compromised in
practice or overdesigned facilities have been con-
structed. While standards have many benefits, in-

cluding the savings from not having to calculate the
optimal design from scratch in each situation, they
are only approximations to good solutions at best.
At worst, they force expenditures for design charac-
teristics that do not justify their costs.

Design standards can be evaluated from the bene-
fit-cost perspective, drawing on the same body of
information that improvement programming and user
charge design do. With major expansion of the high-
way system no longer a likely future scenario, the
costs of overdesign may be just as great as the
costs of underdeaign.

WHAT CURRENT PRACTICE CAN BE DELETED?

Most of the monitoring and evaluation activities

that have been described above could be carried on

with little or no additional cost if some of the
less productive activities currently undertaken were
reduced or dropped. State highway planning varies
greatly from state to state, but several kinds of
analysis are typical of many state agencies and are
representative of the practice that could be im-
proved.

Sufficiency Ratings

A messy and awkward analytic process, the construc-
tion of sufficiency ratings, is based on such weak
and ad hoc information that the results contain very
little of value. The same amount of analytic effort

could be used with much of the same or substitutable
data to produce more useful evaluations of the in-
cremental benefits and costs of alternative improve-
ment projects and programs.

Long-Range Plans

Major multiyear long-term capital planninq never

reached a very high level of development in most
states, and the need for such planning has fairly
obviously declined. The method lingers on, however,
because many planners believe that not having a plan
is professionally irresponsible. Streamlined ver-
sions are available for those who still need to make
plans, and other programming techniques can be used
by those less constrained.

Cost-Allocation Studies

There is often a political need for some document

that will justify raising fuel taxes by a few cents,

and budget-allocation studies have generally served
this purpose. Highway user-charge design is, as al-

ready stated, a very important function for state
highway planners, but elaborate cost-allocation

studies are not the technically sound route to this
end. If budget-allocation studies are inescapable,

they can still be done with an eye toward minimizing
their costs.

Indirect-Impact Studies

Studies of land use around interchanges and the mul-

tiplier effects of highway construction employment
on local communities have little relevance to high-
way investment decisions, and they are generally un-
necessary for other purposes as well.

CONCLUSIONS

The success with which states finance their highway

programs in the next decade will depend on two ana-
lytic capabilities: the design and implementation

of efficient user-charqe instruments and the selec-
tion of links and subsystems in which to invest.
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User-charge design requires knowledge of the econcm-

ic costs created by each vehicle class on each type

of road under relevant conditions; investment pro-

gramming requires knowledge of how improvement costs
translate into benefits. For these kinds of tasks,
information is needed on four kinds of relation-
ships: improvements and highway performance, use

and performance, performance and user costs, and

user costs and use. Both the structural knowledge

of these relationships and their empirical calibra-
tion have been insufficiently developed to support
current analysis needs, and the bulk of the job of

creating this information base is likely to fall to
the states.
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