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Design of Zonal Systems for Aggregate Transportation

Planning Models

KARSTEN G.BAASS

The zonal system used to represent the spatial properties of urban areas is

basic to all aggregate transportation planning models and has an impor-

tant impact on their results. The current approach to design of zonal sys-

tems is essentially empirical and based on experience, local knowledge,

and judgment. The results of this approach are probably neither optimal

nor consistent among urban areas. For this reason, a systematic com-

puter-based procedure for the generation of aggregated zonal systems was

designed. The procedure consists of three parts: data treatment, design

of the zonal systems obtained, and, the central past, the grouping alge=

rithm that allows a complete hierarchy of zonal systems to ba estab-

lished. The objective function for this grauping procedure contains two

components: the homogeneity of the population inside each aggregated

zone and the minimization of intrazonal trips. A number of constraints

on the aggregated zones are introduced to ensure that good zonal systems

are developed that satisfy the requirements of the transportation planmng

process. These constraints include an adjacency constraint, a constraint

on natural and person-made barriers, a shape constraint, a constraint on

equal population and equal number of membsr zones inside each aggre.

geted zone, and a constraint on total trips. The aggregation methodology

was applied to two initial zoning systems of 42 and 522 zones in the ci~

of Montreal. The results of these experiments show that the procedure

IS able to generate good zoning systems for transportation plannlng

purposes.

One important problem in transportation planning is
the choice of an aggregated zonal system based on a

detailed disaggregate system of initial spatial
units, or zones, as they are available from origin-

destination studies or the census. Several reasons

make an aggregation necessary; for instance, depend-

ing on the planning horizon of the transportation
planning study, more or less detail is needed as

output of the transportation models. Consequently,
the input to the models must also be at different

levels of detail. Furthermore, when aggregate
models are used, one needs also aggregate input and,

in many cases, work at the disaggregate level may
not be economically feasible.

WO problems of optimality are involved in the
choice of a good aggregated zonal system. The first

is to choose the optimum number of aggregated zones
that would ensure a reasonable compromise between

the cost of the study and the precision of the re-
sults, as illustrated in Figure 1. Once the level

of aggregation is decided on, the next problem is

the choice of the optimum delineation of boundaries

at this level of aggregation.
A review of the literature on the problem shows

that only general indications are available as to
what is to be considered a good zonal system and how
to derive such an aggregated zonal system. The

planner is left without any guideline to achieve

this and has to use knowledge of the region and

judgment in designing these zonal systems. On the

other hand, studies in geography and regional plan-

ning on interaction models by Openshaw (~) and

others indicate that the configuration of the zonal
system has an impact on the results of the planning

models to a much greater extent than previously
thought.

There ace at least two reasons to believe that

the current empirical approach will most probably

give rise to nonoptimal zonal systems. First, many

criteria should be considered when zones are grouped
for transportation planning purposes. These crite-

ria are based on quantitative and qualitative data
of such a multitude and diversity that the human

1

mind alone will not be able to process. These cri-
teria can be stated in the following way:

1. Achieve a maximum of homogeneity inside the
newly created zones, which is important for the trip

generation and the modal split phase of the model
sequence;

2. Retain a maximum of interaction between
newly established zones or a minimum of intrazonal
trips, which is an important requirement for the
trip distribution and trip assignment models;

3. Limit the number of trip ends for the newly

created spatial entity in order to avoid overloading
of the adjacent street network in the assignment
phase;

4. Respect physical, political, and historical

boundaries as far as they are of importance from a

planning point of view;
5. Avoid undesirable shapes of newly created

zones;
6. Group only adjacent basic spatial units:

7. Generate only connected zones;

8. Avoid the formation of islands, which means

zones that are completely contained in another zone:
9. Obtain a zonal system in which the number of

households, population, area, or triPs generated and
attracted are nearly equal in each zone (the varia-
tion with respect to one of these variables should
be kept as small as possible); and

10. Base the delineation of the zonal boundaries

on the census boundaries.

The second reason is the problem of the delinea-

tion of boundaries of aggregated zones, which is a
highly combinatorial problem. A simple example in

Figure 1. Problem ofchoice ofoptimumzonal boundaries.

THE OPTIMUM LEVEL OF AGGREGATION

TwO POSSIBLE ZONING SYSTEMS
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Figure 2. Enumeration of all possible combinations of basic spatial units.
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Figure 2 may illustrate this point. The optimum
configuration at a six-zone level of aggregation,

for example, with respect to the criterion of maxi-
mization of interaction would be given by the group-

ing of zone 1 and zone 7.
The conclusion that arises is that the emP1rlcal.

approach to zonal aggregation will not necessarily
yield good zonal systems and that we need a system-

atic procedure for zone design that considers the
important criteria and also a great number of pos-

sible combinations of basic spatial units.

GROUPING PROCEDURE

Zonal Design and Aggregation Procedure

Different transportation planning models may neces-

sitate different zonal systems for optimal perfor-
mance. In the present procedure, however, only one
system (a compromise system) is derived because, for
practical purposes, the planner has, in most cases,
to work with one zonal system. The procedure does
not consider, for the time being, the special re-

quirements of a public transport study.
The computer-based methodology, zonal design and

aggregation procedure (ZODEAG), was designed not
only to derive zonal systems but also to code and

treat geographical, trip data, and socioeconomic in-
formation to be fed to the grouping algorithm and to

analyze the resulting zonal systems in order to help
the planner to choose the system that will best suit

the purpose. The general flow chart depicted in
Figure 3 gives an overview of the components of the
ZODEAG package.

The central part of the ZODEAG procedure is the

grouping algorlthm, which is essentially the algo-
rithm to generate zonal systems, and an objective
function that allows us to evaluate the zonal
systems.

Groupinq Algorlthm

To define the optimum aggregated zonal system one

Transportation Research Record

Figure 3. Flowchart of the general system.
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would have to enumerate all possible zonal systems

generated by the combination of initial spatial
units into aggregated zones, and repeat this on each

level of aggregation. Knowledge of all optimum sys-

tems at each level of aggregation would allow us to
choose the optimum number of zones to be used in the

planning study. To solve this problem by complete
enumeration of all possible combinations remains im-
possible, even for today’s fast computers.

For this reason a heuristic algorithm for genera-

tion of zonal systems was adopted, which is gener-
ally credited to Ward Q) . Starting with the most

disaggregated level of spatial information, one de-
termines the value of the objective function for all

possible groupings of two initial spatial units.
The grouping that is the most interesting in terms

of the objective function and constraints stated is
then retained and the two constituting zones will

remain merged at further steps of aggregation and
will be considered as a new integer and indivisible

zone. At the following step of the procedure all
possible groupings of two zones are investigated up

to the state where only one final zone remains that
contains all initial spatial units. This clearly

is, as all heuristics, a suboptimal algorithm, but

applications Of similar procedures in other contexts
show that the results are of good quality.

Objective Function and the constraints

The ZODEAG procedure allows the easy introduction of

different objective functions and different con-
straints. The one described in Equation 1 was
tested to some extent. Figure 4 illustrates the no-
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Figure 4. Notatmn used inEquauon1.
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tation used In this equation.

Objective Function

({,[
Z=mm a Z W,,w,d/(wic+w,d)](Xic-~id)2/SST}

Constraints

Adjacency,

aCd#O

Barrier,

b,d=0

Form,

&P,/2 Se< F

Number of members,

nC+nd<2h

where h = 1, 2 . . . (ln N\ln 2).

Variation,

Ycyd< [(~Y,)2/J(J-l)]ti
1

Trip attraction and production,

:(lcm+[dm)+i([QC+IQd)-2(ICd+[dC)<MAXT
m P

where

Re =

Pe =
se =
F.

Y’

Eic =

‘ic =

tm .
N=

“c .

acd =
bcd =

(1)

(2)

(3)

(4)

(5)

(6)

(7)

radius of the smallest circumscribing cir-
cle of zone e formed by grouping zone c and

zone d,
perimeter of zone e,
area of zone e,
critical value of the form constraint,

a critical variable whose variation is to
be kept as small as possible,
mean of socioeconomic var iable i inside

zone c,
weight of socioeconomic variable i in zone

c,
trips between zone L and zone m,
total number of initial spatial units,

number of member zones in an aggregated
zone c,
element of the adjacency matrix A,
element of the barrier matrix B,

J = number of a99re9ated zones at the stage Of

aggregation considered,
SST = total sum of squares in the initial system

over all socioeconomic variables i,
MAXT = the limiting value of trips attracted and

produced per zone,
a, B = weight coefficients, and

6 = value to be increased when constraint has

to be relaxed.

The most important criteria for good aggregated
zoning systems in transportation planning are the

achievement of homogeneity of population inside the
new zones and the conservation of the interaction

between zones. The objective function that is
chosen to attain these sometimes competing objec-
tives is a composite one. The first part reflects
homogeneity, whereby homogeneity is defined as ab-
sence of difference between certain characteristic
socioeconomic variables or between factors if a fac-

tor analysis has been performed previously. Mathe-
matically, this expression represents the increase
of total within-zone sum of squares when zone c and
zone d are merged. This is clearly an aggregated

and weighted measure of homogeneity, and the choice
of the socioeconomic variables x(i) has an important

impact on the results. The socioeconomic variables
used in this study are those generally available
from origin-destination surveys and from the cen-
sus. The sum of the squared and weighted differ-

ences is divided by the total sum of squares, so
that in the first step this value becomes 0.0 and is

1.0 at the end of the aggregation. The second part
of the function considers the interaction between

zones in terms of trip exchanges. The objective is

to choose that grouping that gives rise to the

smallest increase in within-zone trips, since

within-zone trips are lost information for modeling

purposes.
The two parts of this composite nonlinear objec-

tive function are weighted by coefficients to be
chosen by the user. This allows one to put more or

less importance on one or the other basic aggrega-
tion objective. To set both coefficients to the

same value would imply that a one percent increase
in within-zone sum of squares would be evaluated as
being equal to a 1 percent increase in within-zone

trips. This assumption was used as a working hy-

pothesis in the first experiments.
The desirable characteristics of the aggregated

zones previously mentioned are obtained by applica-
tion of several constraints. Most of these con-
straints are optional, which allows the user to

achieve an aggregation in accordance with the study
purpose. The only permanent constraint is the ad-

jacency constraint, because it was found that the
locational variables alone, as part of the socioeco-

nomic variables, were not sufficient to avoid the
formation of disconnected zones. This constraint is

verified by inspection of an adjacency matrix that
is updated after each merging. Natural, historical,

and person-made barriers can be introduced in matrix
form and zones on different sides of these barriers

can be kept unmerged by applying the barrier con-
straint. The formation of zones that have unaccept-

able geometrical shapes and the creation of islands
are avoided by using the form constraint. The cri-

terion of form, therefore, is based on a comparison
of the shape of the newly created zone and an ideal

shape, in this case a circle that is defined as com-
pact. Figure 5 shows the value of the form crite-

rion for different zonal shapes. If F is set to a

limiting value of 2.o, for instance, the formatiOn
of reasonably compact zones is guaranteed. The ac-

tual value of F used may depend on the judgment of
the user.
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Depending on the degree of similarity of the ini-

tial zones, aggregated zones may build Up around a
nucleus and thus unbalance the newly created zone

system, SO that heavily aggregated zones coexist
with still unmerged units. This can be avoided, if
desired, by applying a fourth constraint that guar-
antees a more uniform distribution with respect to

the number of member units inside the aggregated
zones. The fifth constraint tries to keep the total

varlatlon in the system with respect to a certain
variable as low as possible. This may be of inter-

est when it is desirable to achieve, for instance, a
more or less equipopular zonal system.

The sixth constraint is applied in order to avoid
the formation of aggregated zones that would attract

or produce too many trips and thus overload the ad-
jacent street network in the trip-assignment phase.
For more detailed explanation and derivation of the
formulas see Baass (~).

The aggregation procedure will be interrupted
when no more mergings are possible due to the con-
straint or, if the user so decides, the constraints
can be relaxed in the order of preference stipulated

and the merging continues up to the last step. Sev-

eral combinations of constraints and orders of pref-

erence in relaxing them were tried, but no formal

Figure 5. Value of form criterion for different zonal shapas.
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Figure 6. Dendrogram of hierarchical development of the

grouping.

ZONE NAME

statement can be advanced about their relatlve mer-
its for the time being.

OUTPUT OF THE PROCEDURE

The Opt_lrnUrnmergings on each level Of aggregation

are retained in a merge list. This is the basic in-
put to the programs that allow an analysis of the

groupings obtained. A dendrogram built by a sub-
routine described by Anderberg (~) and represented
in Figure 6 is a useful aid in visualizing the hier-

archical development of the grouping. Nevertheless,
this representation becomes somewhat useless when
many zones are studied. In this case a special pro-
gram that prints detailed subdendrograms can be
used. The geographical map of the generated zonal

system is more readily understock. A ZODEAG compo-
nent provides drawings of zoning maps for all or se-

lected steps on a computer plotter. This is useful
for visual analysis and is indispensable when dif-
ferent combinations of constraints are tested. An

Interactive graphic-analysis program was also in-
cluded in the package, which allows rapid display of
the zonai systems produced by the grouping algorithm

on a graphic display terminal, and the aggregated
zones can be studied in detail by using the zoom
feature. Statistics about area and population, per-
taining to the new aggregated zones, can also be re-

viewed by using this system component.
A graph that depicts the increase in objective

function in relation to the level of aggregation is

Of great use when one must. decide on the level of

aggregation to be used in the planning study and
also when different combinations of constraints have

to be compared. A bend or a discontinuity in the

curve, for instance, would suggest not to use this
level of aggregation since the objective function is
lower at the left of the bend.

Once a zonal system is chosen, a postoptimization
program allows refinements, since it is understood
that the heuristic adopted may yield subeptimal re-
sults. For the time being this step is not a fully

automatic one. The planner chooses aggregated zones

that could be improved, for example, for the shape

characteristic. In order to achieve this, member

zones can be exchanged between aggregated zones, and

thus improve the shape. The user introduces into

the program the exchanges thought worthwhile for the

study and the program executes the exchanges if they
do not violate any constraint and if the objective
function is thereby improved. All data pertaining

to the two aggregated zones touched by the exchange

are updated. Experience showed that only very small

DENDROGRAM

ZONE
NUMBER

MTL RIVIERE PRAIRIES I
MTL EST 2
ST- LEONARO 7
MTL-NORO 8
ANJOU 6
MTL TETRAULTVILLE 3
ST JEAN OE OIEU 4
MTL ST- MICHEL 12

--J

%OF O F ~ 10 20 30 40

STAGE - 13 19 23 25 28 30 32 33 34 35 36 37 38
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Improvements could be achieved in terms of objective

function, thus suggesting that the adopted algorithm
achieves satisfactory groupings.

APPLICATION OF THE PROCEDURE

The ZODEAG procedure was applied to the data from

the origin-destination survey in Montreal, which

contained 522 initial spatial units. Twelve socio-
economic variables were reported in this survey and,

in order to reduce the dimensionality of the data
matrix, a factor analysis [by using biomedical com-

puter programs (BMDP) (~)1 was performed on these
data. Subsequent work was done with four factors by

retaining 90 percent of the initial variation in the
data. These factors were readily interpreted as

family status, socioeconomic status, and factors re-
lated to the trip-performing characteristics of the

population. The work trip matrix was used in all
experiments as information about trip interchanges

between the zones, since this matrix is most signif-
icant and stable. Zonal systems for different trip

purposes were demonstrated to be significantly dif-
ferent so that a compromise zonal system would be

necessazy if one wants to work with several trip

purposes.

Figure 7 illustrates the results obtained when no

constraints were applied to the 522 initial zones.
The generated system is clearly unacceptable because

of the zonal shape. Application of the form con-
straint alone gives acceptable results, as shown in

Figure 8. The results can be improved further by
introducing the barrier constraint and the con-

straint on shape, population variation, and number
of member zones. The obtained zonal system (Figure

9) comes very close to the system actually used by
the planning agency at this level of aggregation.

Graphs that depict the increase in objective

function versus stage of aggregation and the in-

crease of both of its components are shown in Fig-
ures 10-12. These graphs are useful in judging what

kind of constraints to retain and where to stop ag-
gregation in a special planning context. No limit-

ing values can be stated at this point of the re-

search except the rule of thumb formulated by

Broadbent (~), which states that, in the case of in-
teraction models, at least 85 percent Of the inter-

action should be between zones. This limiting value

would suggest that a fairly advanced state of aggre-

gation would still be acceptable for interaction
models, as can be seen in Figure 12. The approxi-

mate percentage of within-zone sum of squares that

would still retain enough information for the triP

Figure 7. Stage 519 of aggregation, no oenstrainti.

‘Iz??”v 976
MONTREAL ZONAL SYSTEM

generation and modal split models would have to be
determined. The graph shown in Figure 10 also il-

lustrates clearly that, by introducing constraints,
some of the optimality must be sacrificed.

Figure 8. Stage 514 of aggregation, form constraint.

Figure 9. Stage 495 of aggregation, all mnstraints.

. ....-
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Figure 10. I nsrease of objective function in relation to stage of aggregation.
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Figure 11. Increase of wnhin.zone sum of squares in relation to stage of

aggregation.
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Figure 12. Increase of within-zone trips in relation to stage of aggregation.
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When one depicts the aggregated trip interchanges

on the zonal system shown in Figure 8 (as is done in
Figure 13), one realizes that 74 percent of the

trips made in the 522 initial spatial units are re-

tained in this configuration. Not only are the

trips to the central business district (CBD) (zone

1) retained successfully, but also the important

flows between the other zones are retained. On the
other hand, 80 percent of the variation described by
the socioeconomic variables are inside the aggre-

gated zones at this level of aggregation, which

makes this system clearly unacceptable for trip gen-
eration and modal split purposes.

CONCLUSION

The methodology provides a systematic approach to

Figure 13. Trip distribution atstaga 5140faggregstion.
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TRIP DISTRIBUTION

zonal design and zonal aggregation in transportation
planning. The user can derive good zonal systems in

accordance with the objectives of the planning study
and with a minimum of coding effort and data pro-
cessing. The procedure is also flexible enough to
allow different objective functions and different
constraints to be introduced and can actually be ap-
plied to at least 600 zones with 15 socioeconomic

variables within reasonable computer time and memory
limits. Furthermore, once the region is coded, the

procedure can easily be applied to any spatial sub-
set of it without recoding the data. Experimenta-
tion with actual data showed that the procedure
gives good results. But, further research has to be

done in order to determine the values of the param-
eters in the objective function and in the con-

straints and in order to determine up to what state
of aggregation a transportation model still gives
satisfactory results. Further research should also
.be devoted to the problem of the road network aggre-
gation in relation to the zonal aggregation. Also,
it becomes more evident that little is known abcut
the interaction between the transportation planning
models and the zonal systems and that the ZODEAG
procedure constitutes a first step toward a better
understanding of these crucial interrelationships.
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Optimal Peak-Load Pricing, Investment, and Service Levels

on Urban Streets-A Numerical Example

SHOKOOH KHAJAVI

Socially optimal automobile tolls, bus fares, bus service levels, and street capsc-

ity can be determined by tha use of an integrated peak-load pricing model. Tha

objective of this paper is to develop such a model and to demonstrate tha

model’s applicability and usefulness with regard to ita implications for trans-

portation policy. The model that is presented dapsrts from previous ones in

that it uses disaggregate travel demand models in order to derive empirically

implementable pricing and investment rules for the provision of transit servics.

Our propoead model, as a whole, is concerned with maximizing the sum of

the expected utilities derived by u rben street travelers. Nu mericsl rasults re-

veal that, given tha coat and demand conditions posited, undar all but the leaat-

congested traval conditions considered, the travelers’ welfare maximizing levels

af automobile tolls far exceed those fees now collected by North American

gasoline taxes and other automobile user charges. When the imposition of opti-

mal automobile tolls appeara i mprscticel, the common prsctice of providing

resewed bus lanes has much to recomnaend it, especially under tkra traffic and

pricing conditions that prevail during peak hours in moat North Americsn

cities. Given that automobile tolls are restricted to the gasoline tsx, opti mel

provision of bus service implies msas transit subairkies, at least in peak hours.

However, provision of raaerved bus lanes would reduce substantially the travel-

ers’ welfare losses that result from subsidy reductions.

The objective of this paper is to model travel de-
mand in a manner that derives the pricing and in-

vestment rules for a socially optimal provision of
urban bus transit. The propsed model is primarily

concerned with maximizing the sum of the expected

utilities derived by travelers on urban streets. We

use disaggregate travel demand models to derive the

sum of these utilities. Disaggregate travel demand

models are random utility models. They use individ-

uals as the basic decision-making units in order to

analyze travel behavior. The disaggregate demand

models are used to derive the aggregate demand for

different modes of transportation by the travelers
on a given urban street.

Given the aggregate demand for different modes of
transport, we use the functional forms for the ex-

pected utility and the equilibrium demand volumes
and travel times of the modes of transport over a
given urban street at peak and off-peak hours in

order to express our objective function. Next, we
use this objective function to derive the socially

optimal bus fare, automobile toll, and bus service

levels.

FRAMEWORK FOR A SIMPLE TiUiFFIC ARTERY MODEL

In this numerical work, we limit our attention to

the trips generated and ended along each side of a
one-mile stretch of an urban two-way street. sup-

pose that N people per hour begin and N people per
hour terminate trips along each mile of each side of
this street. We assume that the origins and desti-

nations of trips are uniformly distributed along

each side. There are two modes of travel--automo-

bile or bus. We define each trip to be M miles

long. The demand for each mode is a function of the

choice maker’s swioeconomic characteristics and of
the attributes of the alternatives, for examPle~

trip costs and trip times. The travelers take the

trip for work, shopping, or swial or recreational
purposes. We assume that workers take their tries

in peak hours and nonworkers take their shopping or

social and recreational trips in off-peak hours.

Therefore, by assumption, the cross-elasticity be-
tween peak and off-peak demand travel is zero. This

eases the analytical burden considerably.

Let us assume that the disaggregate demand models
have the logit functional form that can be derived

as a representation of utility maximization among a

discrete set of alternatives under uncertainty.

That is, the probability that individual s, selected
randomly from the population, will choose mode i

given by the multinominal logit model: ‘ris =
1

exP(uis)/ z exp(ujs) , where Pris is the probability
j =1

that individual s will choose alternative i from the
set of alternatives available, and ‘js ‘s the
utility of alternative j to individual s. Further-

more, we assume that the utility of alternative i to

individual s (Uis) has the following functional
form: Uis = aZis + .Zis, where a is a vector of pa-
rameters, Zis is a vector of functions of the

socioeconomic characteristics of individual s and of

the attributes of alternative i, and ~is is a
random variable that represents an unobserved

disturbance or error term.
The multinominal disaggregate travel demand models

used in this numerical work are those developed by
the Metro Travel Commission (MTC)-Cambridge

Systematic System for the San Francisco Bay Area

(1) . These models are based on data from the 1965

surveys by the Bay Area Transportation Study

Commissio~ (l_,~).
For the demand models that are presented in this

paper and for both the peak and off-peak periods,

the expected utility of a utility maximizing

individual chosen at random from the population is

obtained, with an approximation, by applying a

combination of the Clark (~) and the Lancaster (~)

methods of aggregation (~). Clark presents a set of

formulas for the first two moments of the maximum of

two normally distributed random variables and the

covariance of the maximum with a third normally

distributed variable. Then Clark proposes that his

solution for the moment be used as an approximation
by assuming that the maximum is itself normally dis-
tributed. This approximation then permltS solution

of the expected utility. Lancaster approximates

logistic distribution of standard deviation n/K$

of g by a normal distribution of standard devia-

tion (15/16) (lr/fl). Following the Lancaster

method of approximation, we assume that (a) Ci

has a normal distribution with mean zero and vari-

ance (Ir’/6) (15/16)2 and (b) Li is indepen-

dent from all ~j. We also assume that ‘i, the

explanatory variables, are distributed multivariate

normal with the row vector of means E(Zi) and

covariance matrix L. Then, we have Ui~N[aE(Z1),

z

aLaT+ (15/16)2 . (Ir2/6)]. By following the Clark

z
method of aggregation, the expected utility for the

peak period (period 1) [E(up)ll can be computed as an
integral part of the technique:

E(tip),= JffMaX(UA,puS1p,uTIp)guip(uAl,uSl,uTl)
AST

dUA, dU~,dUT,

where

(1)
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q(. ) = the pr~hablllty density function (pdf) of
@

UIP,

A = drive alone,

S = shared ride, and

T = transit vehicle (bus) (~).

Similarly, for the off-peak period (pericd 2) ,
the expected utility of a utility maximizing
Individual chosen at random from the population

lE(UP)~2] can be computed as follows:

where

g(”) = the pdf of U~2,
Ug ~

A = automobile,

T = transit vehicle (bus), and

s = shopper or traveler who takes a social or
recreational trip (~).

Given Equations 1 and 2, to complete the setting
of a framework for the models that are presented in
this paper, the next section focuses on the measured
values of some of the independent variables that
appear in the demand models and consequently in
Equations 1 and 2.

MEASURED vALUES OF VARIABLES THAT APPEAR

IN THE MODEL

Automobile Operating costs

We assume that the, measured automobile operating
costs per mile in period t (Cat) represent a
function of automobile travel time per mile in that
period (tat). Specifically, the following
functional form is selected for this study: Cat =
HO - H~/tat. The costs of each automobile

trip are shared by A passengers. For an automobile

traveler who originates a trip in period t, in a

one-mile stretch of the artery total vehicle operat-
ing costs are

ACOST~ =(MCq + MFa+g);A

where Fa IS the automobile toll per mile and

fixed cost that is independent of the length
trip.

Automobile Travel Time

9
of

Let us assume that buses and automobiles distri

(.3)

sa
the

,ute

themselves uniformly across the width of each side
of each mile of the artery. Under this assumption,

the measured travel time per automobile trip on each
side of the artery, in period t, is a function of

that side’s volume to capacity ratio. Specifically,

we select the following functional form for this

study :

[~t=[aOll+~[(fiXl+\(Nat ‘l)IKlbl (4J

where

tao = travel time per mile at zero flow,

a and b = constants,

Xt = number of buses per hour for period t,

A = the average number of passengers per

car,

M = trip length,
K = capacity of the road,

Nat = number of automobile travelers who orig-

inate in a one-mile stretch of the road

at period t, and

6 = the bus’s automobile congestion equiva-

lent.

MNat enters this expression because, in period t,
any given point on the road is passed by automobile

travelers who originated in each of the M miles that

preceded that point. Therefore, the one-way in-
vehicle travel time for an automobile traveler who

takes trips in period t is equal to

ATIMET, =M([aO II+a[(6X(+ MNa,/A)/K] hi) (5)

Bus Travel Time

Tbe measured travel time per bus trip has tWo
components. First, when not engaged in stopping and

starting maneuvers, a bus is assumed to travel at

the same speed as an automobile (i.e., to require
tat rein/mile in period t). In addition, in each
route mile, Ntt travelers board and Ntt leave
Xt buses at Y or fewer stops. (Y is the number of

uniformly spaced bus stops per mile.) Hence, UST =
2Ntt/XtY is the average number of passengers
that board or leave one bus at any one stop .
Suppose that bus travelers make their decisions as

to when to travel independently. Then, the

probability that a total of n travelers will board
and aliqht from any one bus at any one stop is given
by the Poisson distribution with parameter Ust.

That is, Pr (n) = exp(-pst)pstn/n!. The probability
that a given stop will be made, then, is 1 -

exp(-vst) (i.e., 1 - the probability that no one
will have that stop as either origin or

destination) . The expected number of stops per mile

is Y times this fraction. Therefore, the expected

time required to travel one mile is equal to

where c is the time required to board or unload a

passenger once a bus has stopped and $ is the amount
by which the time required to traverse a route

segment is increased by each stop and start

maneuver. Therefore, the one-way in-vehicle travel
time for a bus rider who takes trips in period t is
equal to

TIMETt=M{tat +2Ntte/Xt+5Y[l -Cxp(-fl,l)]) (7)

Access Time for Bus Riders

Most bus travelers neither live nor have their

destinations on the traffic arteries traversed by
the bus they use. Rather, a typical bus rider must

walk to the route from an origin and from the route
to a destination. Once a traveler reaches the

artery, he or she must walk to the nearest bus

stop. If origins and destinations are uniformly

distributed between stops and there are Y uniformly

spaced bus stops per mile, the one-way walking time

for the traveler who uses the bus will be ht +

60/2SY rein, where ht is the walking time (rein) for a
typical bus rider to the route from an origin and

from the route to a destination and S is the average

bus passenger’s walking speed (~).

If the average length of a bus passenger’s wait
at a stop is a fraction (B) of the headway between
buses (l/Xt) , the average measured waiting time in
per iod t is 60E/Xt min. Therefore, the average

total of measured one-way access time by bus

in period t is equal to (ht + 60/2SY) + (60B/Xt) min.

MODEL 1: THE BASIC MODEL

Let us suppose that government’s objective is to

maximize the total net benefits received by travel-
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ers? over a Period Of a day, from traveling on the
artery. That Is, given the assumptions and defini-

tions of the last two sections, the objective func-
tion can be written as follows:

MaxW=L’-C[-(’r (8)

where

U = total benefits received by travelers Over a

period of a day from traveling on a road

(Equations 1 and 2),
Ct = total daily operating costs of the bus

company, and

Cr = total daily rental costs of that road.

Given the equilibrium flow pattern and the travel
demand volume, this model finds those values of

Xt, Ftt, Fat, and K that satisfy all the
Kuhn-Tucker conditions for maximizing W; that is, we
compute those values of Xt? Ftt, Fat, and K
that satisfy aW/aXt = aW/aFtt = aW/aFat = aW/aK = O
for t = 1, 2. The model’s statement about street

capacity (aW/aK = O) implies that arterial
street capacity is expanded to the point where the
value of the marginal product of the last unit of
capacity produced just equals the marginal costs of

providing that unit of arterial street capacity.

The model’s statements about bus service at each

period of time (aW/aXt = O) imply that buS

service at each period of time is provided to the
point where the marginal benefit of the last unit of

a service produced, at that period of time, just
equals the marginal costs of providing that unit of
service.

We choose the socially optimal automobile tolls

at period t (Fat) equal to the congestion charge
at that period [i.e., the losses an additional auto-

mobile traveler’s trip imposes on (a) the existing
automobile travelers (by increasing the time and
hicle operating cost of their trips) , (b)
travelers, and (c) the bus company].

Similar considerations apply to the socially

timal bus fare. We choose the price of bus in

riod t (Ftt) equal to the congestion charge

that period [i.e., the losses an additional
traveler’s trip imposes on (a) the passengers

ready aboard the bus on which he or she travels,
automobile travelers, and (c) the bus company].

MODEL 2: OPTIMALITY CONDITIONS UNDER

PRICING CONSTRAINTS

Mohring argues that the provision of bus service

volves economies of scale (~). This argument

ve-

bus

Op -
pe-

at
bus
al-
(b)

in-

is

based on the following example: Suppose that a bus

company responds to a doubling of demand along route

N by doubling the number of buses that serve the

route (X). Given the modal split (Nt/N), if road

capacity is allowed to expand such that the arterial

volume to capacity ratio rema ins unchanged, the

average number of passengers per mile served by a
bus, and hence the average travel time per trip and
bus company costs per passenger served, will all

remain unchanged. However, such an expansion of

road capacity would cut headway between buses in

half, and thereby cut the costs of waiting time Per
passenger in half. Nevertheless, in the framework

of our simple model, the argument is not such a

straightforward one. In fact, for the demand vol-

umes that prevail under equilibrium conditions, the

average number of passengers per mile served by a

bus, and hence the average travel time per trip and
bus company costs per passenger served, may all

change. The magnitude and direction of these

changes, which are sensitive to the parameter values

in the model, determine whether or not the provision

of bus service involves economies of scale.
In our numerical analysis, in some cases road

capacity is held fixed. An increase in total
travel, therefore, leads to an increase in arterial

volume to capacity ratios. The resulting reduction
in travel speeds tends to offset the increasing
returns aspect (if there is any) of the bus system.
For the combinations of parameter values studied in

our numerical analysis, these decreasing returns
aspects of the system largely outweigh its
increasing returns features. That is why we observe

that, in some cases, Oetimal bus fares generate
revenues in excess of bus system costs.

However, for the congestion levels (ratio of trip

volume to arterial capacity) that seem typical of

urban areas at peak hours, model 1 yields socially
optimal automobile tolls far higher than the roughly

3-9 cents/mile implied by the gasoline taxes and
other excises imposed on automobile travel in North
American cities. Therefore, if existing tolls on

automobile travel are taken to be incapable of
alteration, truly astronomical subsidies for buses
would be required to maximize the net benefits of
all trips.

These considerations suggest the desirability of

adding the following pricing constraint to model 1:
Wrong (i.e., inefficiently low) tolls are charged
for automobile travel and bus operations must break

even.

MODEL 3: OPTIMALITY CONDITIONS UNDER THE

ASSUMPTION OF RESERVED BUS LANES

This model differs from the previous ones only in

that it allows a fraction (n) of the total capac-
ity of each side of the artery to be reserved for

buses, and the remaining capacity [(1 - n)K] is
allocated to automobiles. In our numerical work, we

select the values of n that comprise an integral

number of lanes of the artery. For example, in the
framework of our simple model, we can allocate zero,

one, or two lanes to buses (i.e., q is given the
value of 0, 0.5, or 1). Under this assumption, the

time required for a one-mile automobile trip is

ta~=mO !1+a[(MNa(’A)/(l-n)K]bi (1))

and in the expression for ttt, given by Equation

6, tat is replaced by

[ao[l +a(fiXt/VK)b] (1(l)

To allow reserved bus lanes is, in effect, to al-

low the division of an artery into two separate
rights-of-way and to permit allocation of the

artery’s total capacity so as to equalize the value
of its marginal benefit on these two rights-of-way.

The policy of allowing reserved bus lanes is based
on the argument that the provision of bus service

involves economies of scale. The validity of this

argument constitutes a strong reason for permitting

reserved bus lanes. Then, the equality of the mar-

ginal products of capacity calls for a lower volume

to capacity ratio on the bus than on the automobile
right-of-way. The resulting increase in travel

speeds for buses in comparison with travel speeds
for automobiles tends to encourage bus riding and,
as a result, to increase the social benefits derived
by travelers from traveling on the artery.

MODEL 4: OPTIMALITY CONDITIONS UNDER THE
ASSUMPTION OF RESERVED BUS LANES
AND PRICING CONSTRAINTS

This model differs from model 2 in the same way that



10
Transportation Research Record 9f37

Tsble 1. Parameter value combinations studied for

Parameters that va~ batwaen peak and off-peak Peak

psrictdsinnumericalanalysis. Off-Peak
Drive Shared

Parameter Alone Ride Bus Automobde Bus

A = passengers per automobde 1 2.5 2
B = hourly bus costs (S) 15
~ = waltmg t,mebetweenbus headways

9
.,

ha = automobde access IIme ( m,n ) 4.3
1/2

14,3
g = fixed costs ofautomobde trip (cents)

3.3
12.5

ht = bus access time (m,”)
14.2 5.3

18.5 S6

al). nng peak permds, the waltmg tlmc between buses ,s lX(l + 0.000001 X2).

model 3 differs from model 1. That is, model 2 in-
volves the assumption that automobiles and buses are

uniformly distributed across the artery, and model 4
allows for reserved bus lanes.

In comparison with models 1 and 3, in model 4 as
well as model 2 we maximize the total net benefits
to the travelers from traveling on the artery given
that bus operations must break even for the case

that wrong tolls are charged for automobile travel.

BENEFIT/COST IMPLICATIONS OF THE MODELS

Pseudoempirical analysis of the models described is

undertaken for the parameter value combinations in-
dicated below for parameters that have the same val-

ues in all runs and in Table 1 (~) for parameters
that vary.

M=

Y=

K.

6=

tao =
a.
b=

cd .

5=

c=

trip length (miles) = 5,

allowable stops per mile = 8,

capacitY Of artery (vehicles/h) = 625 num-
ber of lanes (WID),

Congestion equivalent of a bus = 3 automo-
biles,
2.0 rein/mile,
2.62 rein/mile,

5,
cents per automobile mile = 10.565 -
5.706(1/ta),

added time per bus stop made = 0.3 rein,

passenger boarding or unloading time = 0.03
rein, and

Cr = costs of arterial street expansion (cents) =
(100/720)([0.06/(1 - e-z-l)] +
0.06 (0.342)}WID100304 [exp(12.767) + {2917 wID +
0.000 45[360(5w1N1 + 5W2N2)]}

The net travelers’ welfare losses per trip shown in
Tables 2 and 3 reflect the net welfare-maximizing

levels for travelers of bus service, bus fare, auto-

mobile tolls, and road capacity, given the parameter

values shown in the tables. However, these optimi-
zation problems are solved under the following two
constraints: (a) the decision variables cannot have
a negative value and (b) the levels of bus service
and road capacity cannot be non integer.

Benefit/Cost Implications of Model 1

Tables 2 and 3 reveal that the scale economies asso-
ciated with bus operation yield only a modest reduc-
tion in system net travelers’ welfare losses with

increases in the scale of the system. Naturally
enough, the net travelers’ welfare maximizing share
of bus trips (Nt/N) declines with reductions in

MN/K, the volume to capacity ratio that would pre-

vail if all trips were taken in single-occupant
automobiles. With MN/K equal to 3.2, the maximiza-

tion of net travelers’ welfare would call for 59.4

percent of all trips to be taken by bus (Nt/N =

59.4) and 18.7 percent to be taken by shared-ride
(Ns/N = 18.7) but, depending on system scale, a
share of bus trips (Nt/N) in the 28.9 to 33.0 per-

Table 2. Welfare Imses per trip as a function of

Congestion level and travel demand for peak Modal Split Optimal

cost conditions.
Welfare Automobde Value of kfargmal

Travel Number Losses Drive Shared TOUS Product of
Rate of Lanes per Trip Alone Ride Bus (centslmdc) Capacltya(cents)

400 4 1 74 0.775 0.225 0.000 3
400

0.2

3 2.08 0.773 0.227 0.000 3 1.0
400 2 3,17 0.420 0.250 0.330 63 7.9

800 4 3.00 0.488 0.223 0.280 40 8.1
800 ~ 3.36 0.219 0.187 0.s94 93 26.8

Note: Length of peak period = 2 h, peak. hour bus costs = S1S.

aCost per number of cars/h alons a gwen mile,

Table 3. Welfare Ioaaes per trip as a function of songsstion level and travel demand for off-paak mst conditions.

Modal Spht

Social and Optimal
Welfare Shopping

Travel
Recreational Automobde Value of Marguml

Number Losses
Rate

Tolls Product of
of Lanes per Trip Automobile Bus Automobde Bus (cents/rode) Capacitya(cents)

200 4 !.75 1.00 0.00 1.00 0.00 2
200 3

0.0

1 76 1.00 0.00 1.00 0.00 2
200 ~

0.0

1.79 1.00 0.00 1.00 0.00 2
400 4

0.3

1.19 1.00 0.00 1.00 0.00 2
400

0.3

1.86 0,778 0.2?2 0.496 0.504 9 1.5

Note Length of u(f. peak pertod 10 h a“d off-peak ho., bus costs = $9

‘Cost per n.mhec of cars/b along A gtwn rnde.
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cent range would be called for with an MN/K value of

1.6. When MN/K values are high, the provl~ion of an

optimal level of bus service would reduce net wel-
fare losses for travelers on the system below the

levels that WOU ld result with only automobile
travel. When MN/K = 1.6, however, the benefits of

bus service are modest. When MN/K ~ 1.2, the con-
strained optimal level of bus service would result
in net welfare losses for travelers either identical

to or higher than welfare losses with only automo-
bile travel.

The potential benefit of an optimal level of bus

service when the level of congestion is high on a
traffic artery could reflect the inherent superior-
ity of mass transit vehicles for urban tra”el. on

the other hand, these benefits could result from an
inefficiently low level of capacity on that artery.
Which of these possibilities is true for a particu-
lar case depends on just how costly it would be to
add to the capacity of the artery. Tables 4 and S
show that, when the congestion level is high on a
traffic artery and specifically when automobile
tolls are constrained to the level of gasoline

taxes, the potential benefits of an optimal level of

bus service result mainly from an inefficiently low

level of capacity on the artery. The optimal level

of arterial capacity when MN/K values are high

(i.e., MN/K = 3.2) is about four 10-ft lanes. When
MN/K = 3.2, an optimal level of arterial capacity
would result in welfare losses of 10.7 percent less
than those with the present arterial capacity levels.

“However, these results are sensitive to changes
in demand and, in particular, to the cost conditions
that prevail in Table 4. For example, as the con-

stant Parameter (b) of the automobile travel time
function (Equation 4) increases, the sensitivity
with respect to a high level of MN/K increases and

the sensitivity with respect to a IOW Ie”el of MN/K
decreases. Then for a different value of b, our re-

sults may be different. In addition, in Table 4 we
estimate the costs of arterial street expansion
given a 6 percent interest rate and 35 years of ef-

fective lifetime for the road. As Table 5 shows, a
change in the interest rate or the effective life-
time of the road changes the costs of street expan-
sion and, as a result, the optimal level of capacity.

Benefit/Cost Implications of Model 3

Tables 6 and 7 deal with the potential benefits of

reserved bus lanes when socially optimal automobile
tolls and bus fares are charged and when automobile

tolls are restricted to those implicit in current

gasoline taxes (e.g., 45 cents/five-mile trip in

peak hours and 30 cents/five-mile trip in off-peak

hours) and deficit constraints.
Parameter values for Table 6 are those that seem

most representative of peak-hour travel (MN/K =
1.6); off-peak values are the basis for Table 7
(MN/K = 0.8).

Perhaps the most important generalization sug-
gested by these tables is that, even if socially op-
timal buS fares and automobile tolls could be
charged, the reserved bus lane would result in some

benefits (i.e., a reduction in welfare losses of

about 31.0 percent). An optimum allocation of ca-

pacity would result in a 31.0 percent reduction in

welfare losses under peak conditions (Table 6) , and

Table4. Comparison ofsystem opration witiand witiout reserved buslanes under different pricing and financial constraints: basapaak-hour case.

Value of
Margrnal

Bus Operating Margmd Benefit Product of
Welfare Losses Optimal Bus Cost per Bus Share of per Substdy Capacity’
per Trip Fare(cents) Buses per Hour Passenger (cents) Capacity (%) Dollar (cents)

COnstralnt Wtlhcwt With Without With Without With Without With Without With Without With Without

Soc;ai weltare maxl- 374 2.09 0 25.0 23 58 22.0 25.0 6.1 100 39.9

mulng
Pnclng constraint

Automobdc toll 67.47 435 60 3.5 II 8 4187.6 3.5 1,1 50

=$0.09/mde

3208.0

Automobde toll 99.43 0 0

= $0.09/mde and

7.2 624.7

bus operating sub-

sidies= $0,0

Automobde toll 64.39 4.88 60 0 II 3 3808.5 2.0 1.1 50 7.9 14.2

= $0. I 2/mie
3050.9

Automobtie toll 97,25 5.02 1.4 0 3 I .4 0 50

= $0. 12/rode and

610.4

bus operating sub-
Sl(ilcs = $0.0

Note, Length of peak permd = Zh, n.mber of lanes= 2, travel rate= 800, and peak-ho. rb.s costs = S40.
a

Cost pernumberof cars/h along agwen rd..

Table5. AveraWdaily cap~i~cmG permile of theanarial strwtasafuntiionof num&rof la~s, inmre$t ram, flow ofvehide trips ovarthe street, mdeffetiive

lifetimeofthe street.

Interest Rate (r) and
Effective Lifetime(L)

r= 6 percent, L= 35 yc~rs
r= 12 percent, L= 3S ycus

r= 6 percent, L= 30years
r= 12 percent, L= 30 years
r=6percent, L=40ycars
~= 12 ~er~e”t, L = 40 years

Average Dady Capacity Cost per Mile (cents)

Flow of Vehdes = 400 peak and 200 nonpeak

Two Lanes Three Lanes Four Lanes

9964,439 14954.143 19991.593

54050.59 81 906.248 I1OO47.79

10 313.77s k5 484.669 20 70s. 194

54204.133 82 190.013 I1036I,43

9727.454 14594.243 19507.497

53967948 81 780.743 109878.97

Flow of Vehicles=800peak and 400 nonpeak

Two Lanes Three Lanes Four Lane~

10279.439 15269.143 20306.593

54 36S.59 82221.248 110362.79

10628.775 15799.669 21 s320.194

54519.133 82505.013 I 10676.43

10042.454 14909.243 19822.497

S4 282.948 82095.743 110193.97



Table 6. Comparwm of system operation with and without reserved bus lanes under different pricing and financial constraints: base peak.hour case.

valueof
Bus Operating Marg]nal Benefit Mar~nal

Welfare Losses Optimal Bus cost per Bus Share of per Subsdy Product of
per rrlp Fare(cents) Busesper Hour Passenger (cents) (’apaclty (%) Dollar Capacity

COnb[rd)nt
Wlthour

Without W)th Without With Without W]th Without W,th Without With ‘—Without W!th (cents)’

SOCIJI welfare m3xL- 3.46 2.35 20
mulng

o II 23 14.7 12.7 17 25 48

PrlcmE constraint
&utO-mobde toll 7 76 : 40 0

= $0.091mde
o II 23 1 )5.2 17.2 1.1 25 7,0 33 42.6

.Automobde toll 485 ~,65 10 0 23 10.4 0 75
= SO.09/rnde and

9.8

hus uper~tlng wb-

Sldles = $0.0
Automobde toll 3.77 2.44 10 0 II 23 112.1 17 1 1.1 25

= SO. I 2/rode
7.7 ‘8. . 41,5

Automobde toll 4,84 2.66 10 0 23 100 0 75
= SO. 12/rode and

9.6

hus operating sub-

sidies = S0,0

Vote Length of peak permd = 2 h, number .fI.nes = 4, travel rate = 8,00, and peak.bo.r bus costs S40.

‘COSI per ..mher of cars/b along a gt.e” mile.

Table 7. Comparison of system oparation with and witfsout reservad bus lanes under different pricing and financial constraints: base off-peak.hour case.

Bus Operat]ng Value of ,Marginai
Welfare Losses OptlmalBus Cost per Bus Share of Product of
per Trip Fare (cents) Buses per Hour Passenger (cents) Capacity (%) Capac]ty

Without
Constraint Without With Without With Without With Without With Without W!th (cents)’

SOcIal welfare mJxl- :~9 ~ :9 0 0 0
mlzlng

o 0 0 0.3

Pr]clng cOnstrautt

Automobde toll 2.49 2.48 0 0 2,2- 1.1
= $0.06/mde

1.1 1.8 50 0.0

Automobde toll 2.54 2.54 0 0 0 0 0.3
= $0.08/mde and
bus operating sub-
sidies = $0.0

Automobde toll 2.58 2.56 0 0 2 ~ 10
= $0. OB/mde

1.1 2.1 50 0.0

Note Lenglh 01 of f. fmakpemxf . Iob, nurnberofkmes =4, travel rate .400, mdoff. peak ho.rb.s costs= S25.

aCost per n.rnherofc’ars/h alo”g a give” ml..

Table8. Comparison ofsy$tam operation witiand witiout reservd buslanes under different pricing and financial constrainG: base peak-hour case.

Modal Split Marg)rml

Bus Operating Without Reserved Benefit

Welfare Losses Optimal Bus cost per Bus Share of Bus Lanes per

per Trip Fdre (cents) Buses per Hour Passenger (cents) Capacity (%) SubsId?

Drive Shared Dollar

Constraint Without Wtth Without With Without With Without With Without With Alone Ride Bus Without

Social welfare maxl- 3.21 2.45 30 25.0 15 29 29.7 25.0 5.0 100 0325 0.253 0.422

mlzmg
Prlclng constrmnt

Automobde tcdl 3.98 0 11 213.0 2.2 0655 0.210 0.135 3.0

= $o.09/I1lde
,4utomohlie toll 4.85 0 0

= $0.09 /rode and

0.757 0.243 0.00

hus Operatlng

subsidies= $0.0
Automobde toll 4.06 II ~,~ 0.640 0203 0.157 2.40 219.8

= $o. f2/lllde
Automobile toll 4.84 0 0 0.750 0.2s0 0.00

= $0. 12/rode and
bus operdtlng

subsldms = $0.0

Note, Length of p.ak p.mod - 2b, ..mberof lane, 2, trwelr.te =400, and peak.hour b.s costs S40



Tra P,spOr*.at 10P,Reseaccb, Record 80-

a O percent reduction In Off-peak ho”r~ (Table 7).
Achievement of the optimal volume to capacity ratio

Ln peak hours requires the allocation of one lane

out of four to buses, given socially optimal automo-
bile tolls, bus fares, and bus service. In con-
trast, achievement of the optimal volume to capacity

ratio in off-peak hours requires no allocation of
lanes to buses.

As Table 8 shows, for a two-lane artery that has

the same congestion level as prevails in Table 6
(i.e., MN/K = 1.6), the optimum allocation of capac-
ity requires allocation of both lanes to buses, and

this would result in a decrease in welfare losses of

about 23.9 percent under peak conditions. However,

the allocation of one lane out of two to buses would

result in an increase in social costs of about 59
percent.

These findings are subject to a very important

qualification. AS Tables 2-3 indicate, under all
but the least-congested travel conditions, the so-
cially optimum automobile tolls are far higher than
those implicit in gasoline taxes and other automo-
bile user charges. A proposal to levy the tolls of
40-93 cents per vehicle mile listed in Table 2 would

almost certainly generate overwhelming opposition
from the public and politicians (especially in North

America) . If attention is restricted to automobile

tolls in the neightmrhod of those currently charged
in North American cities (for example, 45 cents/
five-mile automobile trip in peak hours and 30
cents/five-mile trip in off-peak hours), reserved
bus lanes appear to have considerable merit, at

least during pericds of high traffic flow (peak
hours) . That is, reserved bus lanes would result in
a reduction of 36.1-45.3 percent in social costs
when automobile tolls are restricted to those im-
plicit in current gasoline taxes, for example, 45
cents/five-mile automobile trip at peak hours.

Under the conditions given in Table 6, given that
automobile tolls are set equal to gasoline taxes,

the maximization of net travelers’ welfare would re-
quire free bus service and would result in average
welfare losses per trip of $3.76 in the absence of
reserved bus lanes, 8.7 percent greater than the

losses achievable with socially optimal tolls. If
this pricing constraint is accompanied by the allo-

cation of one lane out of four to buses, however,

minimum average welfare losses per trip work out to

$2.4--2.2 percent greater than the welfare losses
attainable with reserved bus lanes when socially op-
timal tolls are charged.

As Table 6 shows, the maximization of net travel-

ers’ welfare requires free bus service when automo-
bile tolls are set equal to gasoline taxes. How-

ever, for the following reasons opposition would
also be likely to the provision of free bus service:

1. The setting of a zero bus fare may indeed in-
crease the elasticity of demand for trips and

2. The optimal cost subsidies required uncler

Table 6 conditions to maximize net travelers’ wel-

fare when automobile tolls are constrained to the

level of gasoline taxes are $124.4/number of cars/h
along a given mile of bus service without reserved

bus lanes and $62.1 with reserved lanes. Although

considerably lower than the deficits that would be
required to match reductions in automobile tolls and
bus fares, these subsidies, in the absence of re-
served bus lanes, are still substantial. Jn the

foliowlng section we study a deficit constraint

model. This model is designed to test the welfare
loss implications of a zero percent subsidy level.

Benefit/Cost lmpl,cations of Model 2

In the absence of reser,~ed bus Lanes, the elimina-

13

tion of bus operating subsidies would result in sub-

stantial increases in welfare losses. As Table 6
indicates, the increase in average welfare losses
per trip that would result from lowering bus operat-
ing subsidies from $124.4 to O per number of cars/h
along a given mile (i.e., from the value required to
maximize net travelers’ welfare subject to the gaso-
line tax toll constraint to zero) produces a mar-
ginal benefit per subsidy dollar of $0.01 (i.e., a
marginal benefit of $7.05, when benefit is measured
in terms of the decrease in total welfare losses of
all trips).

Table 8 shows the effect of eliminating bus oper-
ating subsidies on welfare losses for a different
level of travel demand. If we compare Tables 6 and
8, we see that, when we cut both travel demand and

capacity by half, the elimination of bus operating
subsidies would result in moderate welfare loss in-
creases. (This result is consistent with the state-

ment that provision of bus service involves econo-
mies of scale.) AS Table 8 shows, the increase in
average welfare losses per trip that would result
from lowering subsidies from $115.0 to O per number

of cars/h along a given mile works out to a marginal

benefit per subsidy dollar of $0.01 (i.e., a mar-
ginal benefit of $3.00, when benefit is measured in
terms of the decrease in total welfare losses of all
trips) .

Table 6 also presents the effects of an increase
in the level of gasoline tax tolls on the operation
of the system. It shows that increasing the gaso-

line tax tolls from 45 to 60 cents/five-mile automo-

bile trip at peak hours would result in a slight re-
duction (0.3 percent) in welfare losses per trip.

The maximization of net travelers’ welfare subject

to a gasoline tax toll constraint of 60 cents/five-
mile trip does not require free bus service. But as

Table 6 shows, the elimination of bus operating sub-

sidies would result in substantial increases in wel-
fare losses. When we maximize net travelers’ wel-

fare subject to the 60-cent gasoline tax toll

constraint, the elimination of subsidies would re-
sult in an increase of $854.4 in total welfare

losses of all trips. This increase works out to a

marginal benefit per subsidy dollar of $7.7.

Comparison of Tables 4 and 6 shows that, for a

higher level of congestion, increasing the gasoline

tax tolls from 45 to 60 cents/five-mile automobile

trip at peak hours would result in a greate~ reduc-

tion (2.3-4.5 percent) in welfare losses per trip.

Benefit/Cost Implications of Model 4

Subsidy restriction is less costly when reserved bus

lanes are permitted. As Table 6 shows, elimination

of subsidies would result in moderate increases in
welfare losses. Lowering of the bus operating sub-
sidy from $62.1 to O per number of cars/h along a
given mile adds 25.4 cents (10.5 Percent) to the av-
erage welfare losses of a trip. That is, the in-

crease in the total welfare losses of all trips that
would result from lowering subsidies from the value

required to maximize net travelers’ welfare subject
to the gasoline tax toll constraint ($62.1) to O per

number of cars/h along a given mile works out to a
marginal benefit per subsidy dollar of $3.3.

Under both peak and off-peak conditions, when the

congestion level is low, the provision of the bus
system not only does not decrease but may even in-

crease the average welfare losses per trip. As

Table 7 indicates, regardless of whethe r reserved

bus lanes are allowed, the provision of bus service
itself causes some losses when MN/K is assumed to be
less than one. Under the conditions given in Table

7, when reserved bus lanes are not permitted and
when MN/K is set equal to 0.8, the change from the
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Table 9. Compansrm of systam operation with and without reservsd bus lanes under different pricing and financial constraints: base off-peak~our caw.

Modal Spht value Ot
Bus Operating W!thout Reserved

Welfare Losses Optimal Bus
Marginal

costper BusShareof Bus Lanes Product of
per Tnp Fare(cents) Buses per Hour Passenger (cents) Capacity (%) Capacity

Constraln[ W!thout With
Auto- Wit bout

Without With Without With Without With W[thout With mobde Bus (cents)’

Social weli3re maxl- 2,~9 2.29 10.8 10.8 29 29 10.8 10.8 100
m]L1ng

100 0.000 1.000 00

Prlcmg constraint

Automobde toll 2.48 0 ~ 11 1,7 0,340 0.660 0.1
= SO 06hnde

.Automoblle toll 3 ~1 o 0
= $0.06/mdc and

I .000 0.000 11.4

bus opcratlng sub-

sldles = SO O
Automobile toll 2.56

= $o.08/nl!Jtl
o . 20 0288 0,712 0.1Lo

Automobdc toll 3.46 0
= $0.081mde and

o 1.000 0.000 114

bus operating sub-

sldles= S0.0

Not,: Length of off-peak permd = 10h, number ofl.anes = 2, tmvel rate = 400, a”d. ff.p.ak. ho”r bus costs = S25.

‘Cost pern. mherofcars(h al.ng agwen rmle.

provision of bus service to an all-automobile travel
pattern decreases average welfare losses per trip by
18.9 cents (i.e., by 7.5 percent). Therefore, under
off-peak conditions, when MN/K is set equal to 0.8,

the maximization of net travelers’ welfare leads to

minimum average losses per trip of $2.29 and re-

quires no bus service. However, when MN/K is set
equal to 1.6, as Table 9 indicates, the provision of

an optimal level of bus service would reduce the
average welfare losses per trip to considerably

below the levels that would result with only automo-
bile travel (i.e., a reduction of 91.8 cents--28.6

percent).

CONCLUSION

If the numerical analyses presented

as valid, they have the following
tions:

1. Given the demand and cost

can be accepted
policy implica-

conditions that

these analyses are based on, the imposition of a net

travelers’ welfare maximizing level of decision var-

iables (i.e., bus fares, automobile tolls, and bus

service) is the best short-run solution for the

traffic congestion problem. As the analyses show,

the optimal level of automobile tolls at peak hours

is much higher than the gasoline tax currently im-
posed in most North American cities.

2. The demand and cost conditions, which promise

significant benefits from the imposition of optimum
levels of bus fares and automobile tolls and the
provision of optimum level of bus service, imply as
well that road expansion would yield substantial

benefits. However, the optimal level of arterial

capacity changes as demand and cost conditions

change.

3. Given that the imposition of optimal tolls is
regarded as impracticable for technological or po-

litical reasons, the numerical analyses show that

reserved bus lanes appear capable of substantially
reducing current welfare losses of travel in peak

hours. In other words, the numerical analyses allow

us to conclude that the provision of reserved bus

lanes constitutes a good solution for the traffic
congestion problem.

4. Given that automobile tolls are restricted to

the gasoline tax, which is much lower than the op-
timal level of tolls recommended for peak hours
(63-93 cents/mile of automobile trip), the numerical
analyses presented in this paper reveal that the op-
timal provision of bus service implies mass bus op-
erating subsidies.

The above findings are based on the demand and
cost conditions posited here. Our limited sensitiv-

ity analyses highlight the dependency between the

results and the demand and cost conditions assumed
in the study. Therefore, further sensitivity analy-
ses are essential.
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Development and Evaluation of a Synthetically

Self-Calibrating Gravity Model

JAMES R. ME KEMSON AND KUMARES C. SINHA

The development of an alternative to the quick-response technique of using

transferable parameters in trip distribution for small- and medium. sized urbsn

areas is discussed. The proposed quick-response procedure involves an origin-

zone-specific, self-calibrating gravity model in wfrich the only input data re-

quired are the zorsal productions and attractions, a zone-tezone travel time

matrix (skim tree), and the origin-zone terminal times. A travel time distribu-

tion determined from an origin-destination survey for internal trips is not

needed for calibration. Tests conducted on three separate study areas indi-

cated that the proposed model is able to reproduce trip patterns as accu-

rately as the traditionally calibrated gravity model procedure bssad on origin-

dastination survey data. The accuracy was achieved by synthetic calibration

of the model at the origin-zone level rather than at the aggregate level of the

entire study area. Development of the proposed procedure was also based on

the consideration that trip distribution is critically dependent on the spatial

distribution of land use activities about each of the origin zones. This consid-

eration was incorporated in the propcnad procedure through the explicit

msasu rernent of the origin-zone-specific opportunity travel time distribution.

The opportunity distribution for each origin zone was represented in the

model by the origin-zone average travel time, computed from a gravity model

trip distribution that has constant friction fsctors. From this initial key vari-

able, the final model was developed, and to this the very acceptable results can

be credited.

The initiation or updatinq of a comprehensive trans-

portation plan requires considerable time and

money. However, the changed emphasis from tradi-

tional long-range system planning to short-range,
quick-response improvement programs no longer allows
for the frequently long time span between the initi-

ation of a transportation study and the final ,re-
port. In addition, the recently addressed issues of

transportation impact analysis in the areas of en-
ergy conservation, air quality management, and other
environmental, economic, and political issues have

increased the overall scope that must be considered

in a truly comprehensive transwrtation Plan. Re-

quests by elected and public officials for quick re-
sponses, in combination with the ever-widening scope
of planning issues, necessitates that the tradi-

tional transportation analysis process be modified

if it is to be relevant to the short-range planning

process. Capabilities need to be developed for sim-

plified methods in the conventional four-step esti-
mation process (trip generation, trip distribution,
mod e split, and traffic assignment) and also for

various impact analysis and evaluation techniques.
This paper discusses only one phase of the total

process, trip distribution modelin9, and Presents a
new procedure for trip distribution gravity model

calibration that is designed in the context Of

quick-response capabilities with limited input data
requirements and without sacrificing the accuracy

obtained through traditional origin and destination
(O-D) survey calibration techniques (~).

CURRENT TRIP DISTRIBUTION TECHNIQUES

Six basic techniques are commonly used in trip dis-
tribution modeling. These techniques are best char-

acterized in terms of their resource requirements of
time, data, and money- A hierarchical ranking of

these SIX techniques follows:

1. Traditional gravity model that requires a

relatively large O-D survey for calibrating the

travel-time-impedance function (friction-factor

curve) [such a process is described in the PLANPAC/

BACKPAC General Information lmok (~)],

2. Traditional gravity model that uses a small
O-D survey for travel-time-impedance function cali-

bration (~),
3. Traditional gravity model with a calibrated

friction-factor curve from a similar urban area (~),
4. Traditional gravity model that uses standard-

ized or default friction-factor curves or parameters
based on population size (~,~),

5. Manual gravity model that has standardized or
default parameters and interzonal travel times based

on airline distances and other factors (~), and

6. Traditional gravity model that has constant
friction factors.

The first two techniques are very similar: the
only difference is the size of the O-D survey sam-

ple. Although both techniques require an O-D sur-

vey, the first technique requires a much larger com-

mitment of time and money.

Quick-response trip-distribution techniques three

and four are also similar to each other because both

methods assume that similar transportation study

areas exist and that these similarities can be clas-
sified. The predominant criterion for similarity

has been the size of the population of the study
area. Figures 1 (~,7,8) and 2 (~) illustrate the
discrepancies that ma~~ccur when this assumption of
similarity is used. Figure 1 shows the great varia-
bility of home-based work trip average travel time
with respect to study area population size (7,8). A
plot of the non-home-based trip beta (6) ~ayibra-
tion parameter of the negative exponential friction-

factor function versus the size of the population of

the study area in Figure 2 also illustrates a large

variability with respect to population size, espe-
cially at the lower population ranges.

The fifth technique is similar to the third and

fourth in that standardized calibration parameters

assume similar study areas from which these values
are established. This procedure estimates travel

times from airline distances and other adjustment
factors. The difference in this technique is its

manual instead of computerized trip distribution.

It is therefore limited in terms of the number of
zones and network detail because of possible time
constraints.

The sixth technique, constant friction factors,

assumes that trip makers do not consider travel time
in their destination choice process. Such an as-

sumption can lead to very significant errors in the

transportation planning modeling process. The

travel time errors that result from the use of con-

stant friction factors in the trip distribution

models of two urban areas of Indiana: Lafayette

(population, 100 000) and Anderson (populat ion,

90 000), are shown in Table 1. Average travel time

for all internal trips was overestimated by 30 per-
cent for Lafayette and 19 percent for Anderson.

Total link percent-root-mean-square-error (PRMSE)

for a traditionally calibrated trip distribution

mode 1 and its assignment for Lafayette was 12.4I3
percent and the total link PRMSE by using constant

friction factors was 129.83 percent. Anderson’s

total llnk PP.MSE was 13.28 percent for a tradition-

ally calibrated trip distribution model and its as-
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Table 1. Results of the Lafayette and Anderson gravity model with constant

friction. factor values.

Average Travel T!me

Difference
city Trip Purpose Survey Model (’Z)

Lalayette Home-based work
Home-blsed other
Nonhome based
AVg

Anderson Home-based work
Home-based other

Nonhome based

Avg

10.57
8.56
9.12
9,05

I1.44
10.04
9.s0
10.14

12.32

11.78
11.42

11.76

12.10
12,30

11.7?
12.07

+16,56

+37.62
+25.2?

+29.94

+5.77

+22. s1
+15.58

+19.03

slgnment and 86.00 percent when constant friction
factors were used. The average overestimated link

volumes for Lafayette and Anderson were 1760 and 771
vehicle trips, respectively. Clearly, the error in-
troduced by using constant friction factors is unac-
ceptable.

The above six trip distribution techniques can be
further classified into three categories. Tech-

niques one and two are sensitive to the transporta-

tion network and study area spatial land use ac-
tivity distribution because of their ability to use
the O-D survey data for calibration purposes. Tech-

niques three, four, and five use borrowed or stan-
dardized friction-factor values and not derived val-

ues from O-D survey data; hence, the gravity models

cannot be accurately calibrated and are therefore

less sensitive to a particular study area’s network
and spatial land use activity distribution. Tech-

nique SIX is insensitive to the transportation net-

work because It completely excludes travel time. “
The transportation planner thus has a chOlce of .COn-

ducting an O-D survey for greater se”sltl”ltY and
therefore greater model accuracy or using standard.
ized, borrowed, or constant friction-factOr values
and probably sacrifice accuracy in return for expe-
diency. Remember, though, that the accuracy needed
is a function of the degree of precision desired by

the transportation planner.

SENSITIVITY OF GRAvITY MODELS TO FRICTION-FACTOR
PARAMETER ERRORS

The occurrence of some error is expected when quick-

response trip distribution techniques are used; how-
ever, it would be useful to have some knowledge of
the degree to which gravity models are sensitive to

friction-factor parameter errors. TO this end, a
limited sensitivity analysis had been conducted by

using the Lafayette and Anderson transportation
study areas (~). The results of this analysis are
summarized below.

1. The LafaYette and Anderson study areas dif-
fered greatly in terms of their sensitivity to pa-

rameter errors in friction-factor equations. Lafay-
ette was more sensitive to parameter errors in terms

Of travel time estimation and traffic assignment
link volumes. This difference in Sensiti”lty was
alSO suggested by the previously mentioned differ-
ences in errors that result from the use Of co”sta”t
friction factors. Sensitivity difference was prob-
ably due to underlying differences in urban struc-
ture.

2. When the single-parameter inverse travel time

or negative exponential travel-time-impedance func-
tion is used, the gravity models and resulting traf-

fic assignments are less sensitive to overestimates

of the parameters than to underestimates.

3. Acceptable model results often occu r when
synthetic techniques are used because (a) frictiOn-
factor parameters used are approximately equal to
the values that would have been determined through
the traditional calibration process, (b) transporta-
tion models for the particular urban area are insens-

itive to errors (e.g., Anderson, Indiana), or (c)
offsetting errors in trip purpose modeling lessen
the total model error.

A synthetic technique that provides acceptable
results due to good modeling and not to occasional
model insensitivity or offsetting model errors would

be greatly preferred, especially for those urban

areas that are not typical or similar.

PROPOSED MODEL CONCEPT

A trip distribution technique is needed that is sen-

sitive to both the transportation network and spa-
tial land use activity system, but without the ne-

cessity of conducting even a limited O-D survey.
The hypothesis on which the proposed model was de-

veloped is that there exists additional information
within the network description, the zonal produc-

tions and attractions, and the gravity model itself
by which the friction-factor relationship can be es-

timated at an origin-zone-specific level. Other re-

searchers such as Voorhees (~), Wilson (~), and Fisk
and Brown (~) have also suggested the possibility
of calibrating the gravity model at the origin-zone-
specific level.

Search for Calibration Relationships

In order to search for possible inherent relation-
ships within the gravity model and its variables,
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the Irip distribution gravity models for three Indi-

ana study areas--Lafayette, Anderson, and Muncie

(population range, 79 000 to 100 000)--were cali-

brated at the origin-zone level by using their re-

spective O-D survey data, thereby the amount of in-
formation available for analysis was maximized. The
travel time impedance function used to calibrate the
model at the origin-zone level was the negative ex-
ponential function as given in Equation 1.

F,,=~-di~nj

where

‘1] =

cl] =
e.

Bi =

(I)

value of the friction factor between origin
zone i and destination zone j,

travel time (cost) between zone i and j,
base of the natural logarithm, and

origin-zone-specific calibration parameter.

Thus, for each study area and trip purpose, the fol-
lowlng origin-zone-specific information was avail-
able for further study: origin-zone productions,
origin-zone Bi calibration parameter, Origin-
zone average travel time (AVE1), and origin-zone
travel-time variance.

One additional piece of information contained

within a gravity model is the concept of the oppor-
tunity distribution as set forth by Voorhees and

others (~). Opportunity distribution is the gravity

model distribution that results from travel-time im-
pedance factors of constant value at all time incre-
ments. As demonstrated by Voorhees and others, this
distribution can be used as a measure of the spatial

arrangement of land use activities, especially when
used at the origin-zone level (~). Origin-zone-

specific opportunity average travel time (AVEO i)

and travel-time variance were therefore computed and
added to the data set.

Regression analysis procedures used in the search

for additional variable relationships consisted of
weighting each origin-zone observation by its re-

spective trip productions. Another weighting pro-

cedure was used to balance the number of trip pro-

ductions among the three study areas by trip

purpose. These two weighting techniques were neces-
sary to minimize bias. The first weiqhting scheme

prevents an origin zone that has very few trip pro-
ductions from having the same statistical weight as
an origin zone that has many trip productions. The

second weighting scheme prevents bias toward any one
particular study area due to the relative number of
trips per study area for any particular trip purpose.

Various researchers (10,11) have suggested that.—
it may be possible to relate the B1 calibration

parameter of the negative exponential friction-

factor equation (Equation 1) to travel time statis-

tics at the origin-zone level. To this end,

extensive regression analysis by using the above-

generated data set by trip purpose resulted in pre-
diction equations of poor statistical fit. However,

the correlation matrix revealed another ~ssible ap-
proach to the problem.

A high correlation between the Origin-zOne-

specific average travel time (AVE1) and opportu-

nity average travel time (AVEO1) was observed for

the home-based work, home-based other, and non-home-
based trip purposes. This high correlation sug-

gested that it may be possible to relate AVEi as a

function of AVEO1. In other words, origin-zone

average travel time AVEi is a function of how the

attractions (land use activities) are spatially dis-

tributed about the origin zone with respect to th,e
interconnecting hiqhway network as measured by

AvEO i.

Because travel ‘rime lS composed of three distinct

time segments (origin-zone terminal time, link
travel time, and destination-zone terminal time) ,
origin-zone-opportunity average travel time was sep-

arated into two parts before regression analysis was

performed. The first part consisted only of the

origin-zone terminal time (TERf4i), which is a con-
stant for any particular origin-zone-based trip.
The second part consists of that part of the travel
time over which the trip maker can make choices as
to trip length; that is, the combined link travel
time and destination-zone terminal time or
(AVEO i - TERMi). This separation of travel time
into these two parts allows the regression-analysis

procedure to reveal the relative importances of
these two variables with respect to trip purpose.

Regression analysis of AVE1 on (AVEOi -
TERJfi) and TERMi was accomplished by weighting
the origin-zone-specific data, as previously de-
scribed, in order to properly balance the data by
trip productions (origins) and by population of the

study area for each trip purpose. Equations 2, 3,

and 4 present the results of the regression analysis

for the home-based work, home-based other, and non-
home-based trips, respectively. Total Rz and the
change in R2 for the independent variables are
also given. (Because of the weighting by produc-

tions in the regression procedure, t- or F-statis-
tics are meaningless and are therefore not given.)

Home-Based Work

,\Vt,=-0.4S?8+ l.2761TERM, [LR2=0.114]

+0.8921(AVEC)i-T ERM,) [AR* =07S1]

R2 = 0.X65

Home-Based Other

.AVE,=-O.7499+l,3548TERMi[AR2 =0.187]

+075s8MVE0, -T ERM,) [AR2=0.661]

R2=0.W! “

Non-Home-Based

AVE, =0.5245+ 1.3416TERM1 [AR2 =0.423]

+0.6073(AVEO, -TERMi)[AR2 =0.296] (4)

R2=071Q

The strong statistical fit of the eauations

clearly shows the importance of AVEOi, the origin-

zone-specific opportunity average travel time, on

the destination-choice process. This, in turn, dem-

onstrates the large effect that the location of the
origin zone and the distribution of land use activi-
ties about the origin zone have on the destination-
choice process.

Relative importance of travel time by trip pur-

pose in the destination-choice process is indicated

by the coefficients of the AvEO i variable. In

general, home-based work trips have one or few

choices of destination, and the nOn-hOme-based tries
have many choices of destination. Consequently, the

equations show that the importance of travel time in
terms of choice is the lowest for home-based work,
highest for non-home-based, and of some intermediate
magnitude for home-based other trips.

In addition, variable TEWi , the origin-zone

terminal time, becomes a greater proportion of total
travel time as trip purpose changes from home-based
work to home-based other or non-home-based, as is
evidenced by the change in Rz. This is because

TEW1 is an origin-zone-specific constant and

cannot be reduced by destination choice, unlike the

link travel times and destination-zone terminal

times.
Also of interest are the coefficients of the

origin-zone terminal times. It was first expected

(3)
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Figure3. Flowchartof

syntheacally self.calibrated,
origin-zone-spscific
gravitymodelasappliedto
atypisalzone.
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Table2, Origin-zone.specific,syntheticallyself-calibratinggravitymodel
travel time statistics.

Average Travel Tune

Difference
city Tnp Purpose O-D survey Model (%)

Lafayette Hor,le-bawdwork 10.57 10.97 +3.78
Home-based other 8.56 8.56 +1.05
No”home based 9.12 8.93 -2.08
Av g 9,05 9.09 +0.71

.\ndt!rson Home-based work
Home-basedother
Nonhome based
.4vg

Xiuncle Home-basedwork
Home-basedother
Nunhomt!based
Avg

I1.44
10.04
9.50
10.14

9.07
7.48
6.93
7.52

I 1.27
10,02
9.64
10.14

8.82
7.37
7.04
7.46

-1.49

-0.20
+1.47
0.00

-2.79
-1.46
+1.63
-0.80

that the coefficients would have a magnitude very

close to one. The coefficients were found to be
greater than one. No explanation could be rational-
ized. Further investigation would be necessary to

account for this result.
After estimating equations were developed by trip

purpose for the origin-zone-specific average travel

time (AVE1) hased on the origin-zone-specific op-
portunity average travel time (AVEOi), a procedure
was then formulated to incorporate these equations
into a gravity model.

Synthetic Gravity Model Formulation

One method of calibrating the gravity model would be

to first distribute all trips with a constant fric-

tion factor, thereby allowing for the computation of
AvEO ~. AVE1 could then be computed by using the

regression equations discussed in the previous sec-

tion. These estimated origin-zone-specific average
travel times then could be used to repeatedly adjust

the origin-zone-specific Bi parameters until the
gravity-model origin-zone-specific average travel
times match the estimated values. However , this
type of calibration procedure would require many it-

erations before convergence of Bi for all the
origin zones would occur. The many iterations re-
quired for convergence would consume a large amount

of computer time. This would be an undesirable
characteristic for a synthetic model to possess.

Consequently, another method was developed for
eventual adoption for synthetic calibration and was
based on three assumptions regarding the interaction

of origin-zone average travel time and the origin-
zone 6i parameter. The first assumption was
that the origin-zone average travel time varies
linearly with the origin-zone Bi parameters
(Q) . The second was that origin-zone average
travel time is independent of the Bi Parameters
of other zones. Third, origin-zone average travel
time is independent of the attraction-constraint it-

eration procedure. These assumptions, however, do
nOt always hold true for some of the individual
zones when the ori9in-zone 81 parameters are al-
lowed to vary independently, as in the proposed
model. This aspect was not demonstrated until after
the model was developed and tested, but as the final

results indicated, aggregation of the origin-zone
results up to the entire study area, as evidenced by
the acceptable traffic assignment, nullified these
minor errors. This is typical of other transporta-
tion planning procedures.

The estimating equations of AVEi and the three

assumptions listed aixve were incorporated into a
gravity model procedure that can best be described
in conjunction with Figure 3. First, trips are dis-
tributed with all origin-zone-specific %i param-
eters equal to 0.0 (constant friction factor) and
then the resulting origin-zone-opportunity average
times (AVEOi ) are computed. Second, trips are
distributed with all origin-zone-specific Bj pa-

rameters equal to a single preselected value a;d the
resulting origin-zone average travel times are com-
puted. This step provides a linear relationship be-
tween each of the origin-zone-specific Bi’S and
average travel times. Third, by using the estimat-
ing equation for the appropriate trip purpose and

the AVSQi values computed in step one, AVEi is

determined. Fourth, by using the data points from

StePS one and three and then estimating AVEi, the
origin-zone-specific Si parameters are obtained

through interpolation. All trips are then distrib-

uted by using the interpolated origin-zone-specific

Bi Parameters.

EVALUATION OF THE PROPQSED MODEL

The gravity model procedure was used tO distribute
the trips for Lafayette, Anderson, and Muncie, Indi-
ana. The resulting average travel time statistics

by trip purpose and for all internal trips are given
in Table 2. Comparison of these statistics to the
corresponding O-D survey values is also shown. La-

fayettets total internal trip average travel time

was only 0.71 percent greater than the O-D survey

value; Anderson’s total internal average travel time
was identical to the O-D survey value. Muncie’s

total internal average travel time was 0.80 percent
lower than the O-D survey results.

The average travel times for each trip purpose

also indicate very acceptable results: the largest

percentage error among the area’s individual trie
purposes was 3.78 percent, this being the onlY one
outside of Federal Highway Administration’s (FHWA)

suggested t3 percent error range when survey data



Figure 4. Volume group link comparison for Lafayette all or nothing traffic

assignment: origin. zone. specific, synthetically self-calibrating gravity model

versus O-D survey.

Figure 6. Volume group link comparison for Muncie all or nothing traffic

assignment: origin-zone-specific, synthetically self-calibrating gravity model

versus O-D survey.
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PRMSE values associated with a 10 percent dwelling
unit sampling rate for the O-D home interview sur-
vey. In addition, Figure 6 also shows the PRMSE
statistics for the traditionally calibrated gravity
model. The PRMSE values for Lafayette, Anderson,

and Muncie were all observed to be acceptable.
Of special interest in Figure 6 is the result

that PRMSE values for the proposed model for the

higher volume links are significantly lower than re-
sults obtained with the traditional model. Also,
note that a probable explanation for the high PRMSE
values for Muncie by using both the traditional and
proposed Muncie gravity models may be that the
Muncie study area included a relatively high number
of zones and links for an urban area of its popula-
tion size. The zones and links are proportionally
much greater than in either Lafayette or Anderson,
which suggests that the Muncie zone and network sys-
tem were probably too detailed for the number of

trips produced. For example, the Muncie data in-

cluded 1249 out of 2698 links that had an average
daily traffic of less than 500 vehicles/day; peak-

hour traffic on these links would probably not ex-
ceed 50-60 vehicles/h.

Hence, the trip distribution and traffic assign-

ment results of the three test areas indicate that

the proposed origin-zone-specific, synthetically

self-calibrating gravity model is capable of dis-

tributing trips at least as accurately as the tradi-
tionally calibrated gravity model without the need
for an O-D survey.

Figure5. Volume group link comparison for Anderson allornoth1ngtrafic

assignment: origin. zone-specific, synthetically self. calibrating gravity model

versus O- Dsurvey.
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are used for calibration (13).
volume group link comp~isons of the three syn-

thetic gravity models’ all-or-nothing traffic as-

signments were performed by using their corresemd-
ing O-D survey traffic assignments as the base for
comparison. M all-or-nothing traffic assignment
was used because only an analysis of gravity model

accuracy was desired; errors due to capacity-

restraint differences and ground count errors are

eliminated. Total link trip PRMSE for Lafayette was

computed to be 12.67 percent. This value was prac-

tically identical to the corresponding value (12.48)
obtained from the gravity model calibrated by the
traditional procedure. Total link trip PP14SE was

calculated to be 14.55 percent as compared with the

traditionally calibrated gravity model value of

13.28 percent for Anderson. A surprising result oc-

curred for the Muncie study area, where total link
trip PIU4SE was 47.7 percent--a major improvement

compared with the traditional calibrated gravity

model result of 67.8 percent. volume group link

comparisons are shown graphically in Figures 4, 5,

and 6. Also shown on the figures are the expected

Revision of the Calibration Equation

Because of the inability to give an interpretation

to the constant terms in Squations 2, 3, and 4 and
the fact that travel time is composed of only termi-

nal times and link travel time, a te9ression analY-

sis was performed to force the regression through

the origin and therefore eliminate the constant term
in the equations. The result of this forced regres-

sion is given in Equations 5, 6, and 7.
For home-based work triPs,

AVEi= 1.1910TERMI+ 0.8638(AVEOI -TERMi) (5)

(6)

For home-based other triPS,

AVEI= 1.122341tR.Ml+ (1.7033(AvEOi -TERM,)
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For non-home-based trips,

Trial runs of the model with the above equations

indicated no significant change in the model results

compared with the equations that have the constant

term.

Computer Availability and Program Requirements

The model was initially coded as optional user code

in the Urban Transportation Planning System (UTPS)
UMODEL program. A similar version was also coded
for the PLANPAC package. A FCRTRAN IV program is
also available for incorporation into other packages.

For the 271 internal zone Muncie study area, 180

s of central processing unit (CPU) time were re-
quired to execute the model for the home-based other
trip purpose on a CDC 6500. The same Muncie home-
based other trips required 14 min of CPU time on an

IBM 370/148 by using the UTPS UMODEL program. CPU
time for the UMODEL version is highly variable, de-

pending on UMODEL options and reports selected.

Test Case Application

The Indiana State Highway Commission will use the
origin-zone-specific, synthetically self-calibrating
gravity model during the initial transportation plan
development study for Bloomi. ‘ton, Indiana, during
the summer and fall of 1981. This test case appli-
cation will provide a real-world test of the model.

FUTURE RESEARCH

It is hoped that this model can be tested by using

the data from a much larger urban area in the
750 000 to 1 000 000 population range. Such an
urban area would provide a large data base for test-
ing the model and for comparing the characteristics
of a large urban area with those of the three
smaller study areas used in the development of the
mcdel.

SUM14ARY AND CONCLUSIONS

Because of the need to reduce time, money, and ef-

fort involved in the transportation planning pro-

cess, as well as to address emerging planning is-

sues, many new techniques need to be developed and
evaluated. One such technique is the proposed syn-

thetic trip-distribution procedure, which consists
of an origin-zone-specific, synthetically self-
calibrating gravity model in which the only input
data required are the zonal productions and attrac-
tions, a zone-to-zone travel-time matrix (skim

tree), and the origin-zone terminal times. A

travel-time distribution is no longer needed for
calibration, thereby eliminating the necessity for
an O-D survey for internal-internal trips.

Tests conducted on three separate study areas in-

dicated that the proposed model is able to reproduce

trip patterns as accurately as the traditionally

calibrated gravity model procedure that is cali-
brated on O-D survey data. The accuracy was
achieved by synthetically calibrating the model at
the origin-zone level rather than at the aggregate
level of the entire study area. Development of the

proposed procedure was also based on the considera-
tion that the trip distribution is critically de-
pendent on the special distribution of land use ac-
tivities about the origin zone. This consideration

was incorporated in the proposed procedure through
the explicit measurement of the ori~in-zone-speclflc

OPPOrtunity travel-time distribution.
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What Will Happen to Travel in the Next 20 Years?

DAVID T. HARTGEN

This paper develops a baseline projection of travel and energy use for New

York State forthepsriod 1975-1995. Theprojection isdeveloped from an

equilibrium forecsstof gasoline prica, supply, improvements inaveragecsref -

ficiency, and population. This projection isthenadjusted byusing straightfor-

ward elasticity approaches to account for major trendsin household and popu.

Iatirm characteristics, the economy and inflation, urbanization, and automobile

ownership. Results show that upward pressure on travel will bs caused by in-

creased csr efficiency, growth in population, suburbanization, and automobile

ownership, in that order. Downward pressure will baexerted byenergyprica,

supply embargoas, inflation, and employment, in that order. The projection

of travel into the 1990vsuggasts that, in spite of higher-than-historical inflation,

rapid increases in energy prica, andadowly growing economy, travel will con.

tinueto grow slowly andrise 40-50percent over 1975 rates by 1995. In the

same period, gasoline use will fall 1O-2O parcant, spurred downward by price

rises and the rapid increases in car efficiency. Periodic supply shortfalls are

Iikelyand will slow the growth in travel butwiil not reverse it.

Forecasts of traffic are a basic element in deci-

sions concerning transportation investments. Based
on such forecasts, analyses can be made of benefits

to users and nonusers; impacts on the economy,

safety, and accidents; operating costs; energy; air

quality; noise; and congestion.
Traffic forecasts are generally prepared by two

basic approaches. In major urban areas, forecasts

are generally based on the four-step travel-simula-
tion process, in which travel on street links is an

output of the assignment process. In nonurban
areas, where assignment-based modeling does not

exist or may not be appropriate, estimates are
generally made by growing present traffic into the
future by using projections of population, house-

holds, cars, employment, county or town vehicle

miles of travel (WIT), or other Parameters. When-

ever such forecasts are made, whether in rural or

urban contexts, they are likely to contain errors.
These errors result from misspecification (wrong

variables) , misestimation (wrong assumptions about
input level), or wrong coefficients.

These problems have always been with us, but have

recently been highlighted by national and inter-

national events, the effects of which have not

explicitly been accounted for in prior forecasts.
Among these are rapid increases in energy price and

periodic shortfalls in gasoline; high inflation,

possibly coupled with recession in the economy;
changes in employment ~nd unemployment rates: slow

economic growth; changes in life-style, family

structure, and population age; automobile ownership;
and automobile efficiency. Some of these factors

may have been accounted for in the particulars of a

traffic forecast for a given project, but the need
to incorporate such factors, in general, is real.

Indeed, forecasts prepared without consideration of
such factors are, at best, likely to be received

with disbelief; at worst, dismissed as unreasonable.

Ideally, we need to develop new tools for traffic
forecasting that can handle various assumptions

concerning these and other factors. Some of the

research necessary to do this is now under way. But

we need not wait for the results; much of the knowl-
edge is available now, in disparate studies and

reports. The purpose of this paper iS to pull

together this information and focus on the findings
of the studies, not the methods used. A number of

studies have attempted such fOrecasts at the na-
tional level. The Federal Highway AdM1nlStratlOn

(FHWA) (~) prepared joint forecasts of travel ,

pc~pulation, employment , and fuel use after the

21

1973-1974 energy crisis. This effort has recently
been updated by the U.S. Department of Transporta-
tion (DOT) (see Spielberg and others in this Rec-

ord) . Both documents, however, do not lend them-
selves to use in making direct traffic forecasts or

in adjusting previously developed forecasts because
they are primarily overviews of travel and economic
growth. The approach taken in this paper is to
develop adjustment factors based on empirical evi-
dence and travel elasticities that are applied to
baseline forecasts to obtain adjusted estimates.

BASELINE PROJECTION FOR TRAVEL

It is often suggested that, now that energy prices

are rising rapidly and supplies are tightening,
travel growth will slow, perhaps, even reverse, thus

the need for new projects will be short circuited.
Prices will probably rise and curtailments may
occur, but it does not follow that VMT will decline

(more likely, its growth may slow). To see this,
consider jointly the relationships among travel,
gasoline price, gasoline consumption, and, most
importantly, average passenger car efficiency.

The following analysis is based on extensive
modeling of energy futures of the New York State
Department of Transportation, documented elsewhere
(~,q) . The analysis assumes an equilibrium model of
travel, gasoline supply, and price, expressed as
follows :

VMTF=VMT,5(POPF IPOP,5)[1 +e,(AX,X1)+e2(6XL XZ\+...] (1)

GDF=(VMTF)(I’EFFE) (~)

where

vMT = vehicle miles of travel in 1975 and future

(F) year;

FOP = population;
GD = gasoline demand;

X = independent variable, including gasoline

supply, price, unemployment, and labor
force; and

EFFF = automobile efficiency, over the road,
miles/gal (actual vehicle in-use ef-

ficiency) .

The model is operated by balancing gasoline
supply and demand scenarios against price and effi-
ciency. The forecast reflects a baseline set of
assumptions as follows:

1. Real prices increase by 2 percent/year,

2. Average new-ca r efficiency follows federal

efficiency standards to 1985 and is constant there-

after,
3. Population growth is moderate, and

4. Fuel supplies are adeauate (at higher prices) .

The analysis (Figure 1) shows that the most signifi-

cant effect on travel is the effect Of improved
efficiency of new mod e1 year vehicles and

over-the-road New York State fleet efficiency.

Federal 1aw mandates that new cars increase in

corporate average fuel economy (CAFE) frOm 1978 tO
1985. New York’s CAFE has exceeded the standard for

the 1978, 1979, and 1980 model Years, as can be seen
in the following table, which gives New York state

CAFE values through November 1980.
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New ‘fork State
Mrx5el Domestic New Car

~ Standard CAFE

1978 18 19.2

1979 19 19.7

1980 20 21.4

198i 22 23.8

1982 24

1983 26

lqf34 27

1985 27.5

As a result of such trends, the average over-the-

road efficiency of cars in New York will increase
from 13.26 miles/gal in 1976 to 23.78 miles/gal in
1995, about 79 percent (4.0 percentlyear). This
means that, all things being equal, gasoline demand
could fall 4 percent/year, or travel could grow 4
percent/year, solely because of fleet turnover and
Increases in car efficiency. But, not all of this

pOtefltlal gasoline sa”ings is a~t”ally Saved; a
portion of It 1s reinvested in additional travel
that otherwise would have been curtailed in the face
of rising gasoline prices. To say it another way,
improvement of vehicle efficiencies means that more

Figure 1. New York State baseline ~

forecasts of travel, energy, gasoline ~

pricer and fleet efficiency. x

10

9

8

7

6

5

miles can be driven on the same amount of gasoline.
This encourages continued growth in travel, without

a subsequent increase in gasoline fuel use. Table 1
and Figure 1 show that travel is projected to grow

46 PerCent (2.3 percent/year) during the 1976-1995
period, but gasoline consumption will actually

decline 7.6 Percent (0.4 percent/year) during the
same period. These projections essentially parallel
those of DOT (~), a recent National Cooperative
Highway Research Program (NCHRP) analysis of energy

scenarios (~), and a national assessment of energy
use (Spielberg and others in this Record).

Federal decontrol of domestic crude oil, cOn-
tinued world pressure on supplies, and political
factors are likely to result in continued increases

in the real price of gasoline. Prices are expected
to rise to about $2.00/gal (1978 dollars) by 1995.

The projections incorporate estimates of the elasti-

city of gasoline sales with respect to price, esti-

mated to be about -0.15 in current years and rising

uniformly to -0.50 by 1995. This implies an in-
creased public sensitivity to gasoline price i“-
creases. (An assumption about a lower absolute
elasticity would lead to even higher prices. )

1 I
7e717273747s 7*777en a Or to *s

Table 1. New York State baseline forecasta of travel, energy use, gasoline price, and fleet efficiency.

Vch!cle V,iM Total
ofTravela

Real Gasoline
Gasoline Use Price

Ycdr
Car

(000 000 000s) Irlliexb (000000 000s) lndexb ( 1978 dollars) Indexh Efflclency Indexh

1968 62.326 0.831
I 969 64.641 0.862

1970 67.042 0.894
1971 69.53? 0.92!7

1972 72,115 0.961 6.063 0.978 0.625 0.839

[973 74194 0997 6.321 I .020 0,624 0.838

1<)74 72.;;: o.~)b3 5.998 0.967 0.746 [.001

1975 73 621 0,981 5.985 0.965 0.757 1.016 13.110 0.989

I 976 75.020 I 000 6,~oo I ,000 0.745 I .000 13.262 I 000

1977 78.260 1,043 6.122 0.987 0744 0.999 13.529 I .020

1978 81.50 I 086 6.202 1.000 0693 0.930 13.955 1 052

IY7Y 79.50 1.059 5.871 0.947 0798 I 071 14,418 I 087

1980 6.017 0.970 0.998 1.340 14.853 1.120

1985 89.073 1.187 S.485 0.885 1.495 2.007 19.156 I .444

1990 103 04~) I 374 5.486 0.885 1.775 ?.383 23.063 I 739

1995 109,786 I 463 5.730 0924 1970 ? 644 23.776 I ,793

N<>te$t!~”rc,f<>,I980-!995.,,f<)r.<ast$.
Ann.d U<>*II1 from 1976 I,)1995M pro).cted10h.+2,3percent for vehade 111,1.softrawl,-0.4permntforgaw)line.+8.2percent for the real pr!cc <If rnas

<,1,”,, and ,4.0 percent f,,, .,, ,,ffiw..y.

‘Veh!derntlesOftr.velf<,r1968-1975,ireadjusted.Sttmate%.
h
Index,.1976.10.
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Table 2. Changes (n efficiency and travel.

Veh!cle
Vehicle Car Males of
!vflles of fifficlency Travel

Ydlr
Efficiency

Travel (nldes/gal) (“6A) (%A) Katlo

IQ76 75 0?0 13.262
1979 77.810 14.418 3.7 8.7 0.425
198s 89.073 19.156 18.7 44.4 0.421
1990 103.049 23.063 37.4 73.9 0.506
1995 109.786 23.776 46.3 79.3 0.584

Table 3. Vehicle miles of travel adjustment factors for averags car efficiency.

Dlt’ference in
Over. the-Road 1980, 1985, 1990, 1995,
Efficiency (Ci) Ratio = 0.42 Ratio = 0.42 Ratio = O 50 Ratio = 0.58

-lo 0.958 0,958 0950 0.942
-5
0
5
10
20
30
40
50
60

0,979 0979 0.975
I000 1000 I000
I021 1.021 1025
1.042 1,042 1.050
1.084 1.084 1.100
1.U6 1.126 1 150
1.168 1.168 1.200
1.210 l,~]o ],~5(3
1,~52 1252 1.300

Table 4. Example adjustment for revised fuel efficiency.

.9-I
000
.029
.058
.116
.170
.2,

,290
348

Vehicle

Base Mifes/Gal Milesof
Dat~ Travel sew
Traffic Change Adjustment Traffic

Year Forecast old Revised (%) Factora Forecasts

1975 1000 14,0 14.0 0 1.000 1000
1980 1150 14.0 14.8 +6 1.024 1178
1985 1294 14,0 19,1 +36 1.151 1489
1990 1423 14.0 23.0 +64 1.320 1878

alnterpolaled from Table 3.

Table 5. Adjustment factor for pries increases with no shortfalls.

Percentage Above Baseline Real Prices

Time Elas-

Frame [Icltv 10 25 so 75 I 00

1980-1982 -0.15 0.9850 0.9625 0.9250 0.8875 0.8500
1983-1987 -0.3s 0.9650 0.9125 0.8250 0.7375 0.6500
1988-1992 -0.50 0.9500 0.8750 0.7500 0.6250 0.5000

No1.s To .S.,multiplyfutureYearvehicle miles of travel by factor in table that corre
spends to elasticity and price change.

i-ormu!a b = I + (dsstictty) (percentage increase).

VARYING THE ASSUMPTION

The above (or some other) forecast can be adjusted

to account for new projections or additional assump-
tions.

Car Efficiency

If the analyst has a forecast OE traffic that as-

sumes a constant efficiency (compared with a base

year), it should be adjusted to account for the

greater mobility provided by the increased effi-
ciency. Figure 1 provides a clue to the magnitude

Table 6, Example adjustment for revised prices.

Base Forecast

New .4dJUSt-
Prlce Price Change Elas- ment New

Year Volume ($) ($) (%) tlclty Factor Volume

1980 11s0 1.00 1.20 20 -0.15 0.970 ills
1985 1294 1 10 150 44 -0.35 0.846 1095
1990 14~3 1.25 2.00 60 -0.50 0.700 996

of this adjustment. Table 2 summarizes the per-
centage growth in travel and car efficiency over

1976, from Figure 1.
These data suggest that the proportion of the

gain in average car efficiency, which shows up as
VMT , is about 42 percent at present and rises to 60
percent by 1995. This information can be expressed
as adjustment factors, such as in Table 3. As an
example, if an analyst has estimates of traffic
volume for a facility (based on an assumed over-the-

road efficiency of 14.0 miles/gal), this can be
adjusted as shown in Table 4.

This example shows that traffic forecasts pre-
pared in the early 1970s (hence increased car effi-

ciencies are not assumed) are likely to substan-

tially underestimate VMT, particularly if they
included rapid price increases. Ironically, fore-
casts that include both increasing efficiency and
price rises are likely to require little net adjust-
ment because, as will be shown, these two tend to
cancel each other out.

Gasoline Price Increases

The baseline projection assumes an equilibrium price

profile that rises more rapidly than inflation.
This projection is our best assessment of the price

trends at this time. Note that it shows real prices
of gasoline doubling during the 1980-1990 period.

In the event that the actual or implied price in-
creases in a traffic forecast do not follow this
track, some adjustments must be made in the values

of estimated vehicle miles of travel.
Table 5 shows adjustment factors to apply to

forecasts to account for price increases above or

below estimated values. Previous estimates do not
necessarily need to be those contained in Table 1;

any prior estimate can be adjusted. To use these
factors, the analyst selects the appropriate elasti-

cities of travel and gasoline price, then estimates
the percentage difference between the price forecast

and the actual price (both are real prices in 1978

dollars) .

The table further assumes that elasticities are

likely to increase over time; this is consistent

with our observations of increased public sensi-

tivity to higher real prices and generally higher

estimates of long-term elasticity in the literature,

compared with short-term elasticity (~).
As an example, consider the above traffic fore-

cast made with assumptions of gasoline price as

shown in Table 6. Suppose new trends show a revised
steeper price profile (197B dollars), and the ana-

lyst wishes to adjust the abOVe fOreCaStS. Table 6

shows that substantial underestimates of real price
can lead to overprojections of travel, particularly
in later years. The price error here is typical Of
Many projections made in the early 1970s and leads
to an overforecast of abut 30 percent by 1990.

This is about the same error as is made by failing
to account for increased efficiency of cars; hence,
the two tend to cancel out in many cases.
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Er.ergy Suppli Cutoffs and EmbargOe~

As shown in Figure 1, historical growth rates of New

York State travel before lq74 and in the interim

period 1975-1978 were 3-4 percent/vear. These rates
were temporarily curtailed by the 1973-1974 and 1979
energy shortages, during which time vMT fell 3.4 and
4.5 peccent, respectively. However, in the same
periods, gasoline use fell 5.1 and 5.3 percent,
respectively, and prices rose 30 percent (Q). These
trends are summarized as follows:

Change (%)
Trend 1973-1974 ~
Maximum quarterly -13 -11

shortfall
Annual gasoline use -5.1 -5.3
Annual travel -3.4 -4.5
Annual nominal price 30 35

A number of separate effects result from such

shortfalls:

1. Travel declines caused by the shortfall, and
2. If price rises are permitted, enerqy prices

rlSe Consistent with the shortfall.

When a short-term interruption in gasoline supply

occurs, travel must fall, to the extent that the

drop in supply cannot be taken up by increases in

driving efficiency, or price rises do not reduce
demand. During the 1973-1974 and 1979 shortages,
supplies were down by 11-13 percent at the height of
the shortfalls and averaged just over -5 percent for

the year. However, the corresponding declines in
VMT do not quite account for the entire reduction of
the fuel supply. Some of the savings was achieved

from increased purchases of fuel-efficient cars

(especially in 1979), slower driving, and tune-ups.
Approximately 70-80 percent of the reduction in

supply showed up as reduced travel. Behavioral data

from a panel of 1520 households interviewed in 1979

(~) also showed that 72 percent of the energy saved
came from actions that entail a drop in travel.

Based on this, we conclude that, in a crisis, the

annual drop in travel will be approximately 75

percent of the reduction in supply. This will

introduce a downward shift in the VMT growth curve,

as in Figure 1. However, Vf4T will continue upward

growth following the easing of the problem, thus

leading to a saw-tooth picture of travel over time

(~). The 75 percent factor would be applied to all

future forecasts to account for the interim shortage
(Table 7) .

During a period of short-term shortage, the

effects of price rises have been on the order of 2.5
to 3 times the immediate maximum shortfall and 5-7

times the annual shortfall. Although further evi-

dence is scanty, we believe this past experience to

be reasonably indicative of the immediate price

impact of a future shortage, moderating somewhat at

the high end. Considerable evidence exists to

suggest that the price elasticity of gasoline use is

about -0.15. This figure is higher in large cities
such as New York City (-0.23) and lower in small
cities and rural areas (-0.10). By using this and

the ratios above, Table 8 shows factOrs tO adjust
prices upward in response to a shortfall.

We have purposely not shown adjustments for

shortfalls above 20 percent because we do not be-

lieve that prices would remain decontrolled at that

level of shortage. Several analysts, however, have

calculated the equilibrium price at $2.15/gal for a

20 percent shortfall (~).

Inflation

Data are displayed in Table 9 (~) for the national

consumer price index (CPI) and for total V?4T in New
York State. The data indicate that, in years Of
moderate growth in the CPI (3-6 percent annually),

the associated annual growth in V?4T is the highest.

High growth in the CPI (6-9 percent annually) is

associated with lower growth in VMT. Very high
rates of inflation (above 9 percent annually) were
associated with a decline in travel in 1974 and 1979

and stability in travel during 1975; both of these

events were fueled by energy crises that triggered a

rise in energy price and the subsequent inflation.
For the moderate inflation group, a change of +1

percent in the CPI was associated with a change of
atOUt +().75 percent in VMT. A +1 percent change i“

the high inflation group was associated with a
change of +0.6 percent in vMT. For very high infla-
tion, a +1 percent change in CPI was associated with

a decline in VMT of 0.25 percent. From the above
information, VMT adjustment factors may be de-
veloped, as shown in the table below:

Table 7. Adjustment factors for travel reductions following energy .supply

cutoffs.

innualSupply 4nnualDrop in
Shortfall(’7) Travtl(‘?) Adlu,tmenll:~clor

1.50 0.9850
J,:5 o 977s
3.00 ()Q7(30

3.75 09625
4,50 0.9550
5.25 0.9475
600 O.q.loo
6.15 0.9325
7.50 0.9250
11.25 0.8875
15,00 0.8500

aThis figure is .10s. to the expervm.. of 1979.

Table 8. Adjustment factors for price effects of shortfalls.

Maximum Quarterly ,4nnual :Annual Resultlng

Shortfall (‘7 ) Shurtfall ReIl Pncc RISC (’: J

-5 .-. +13
-10 -4 +25
_l~~ -5 +30
-15 -7 +42
-20 -8 +48

a.12% is close to the experience of 1919

Table 9. Vehicle miles of travel for New York State and U.S. consumer price

index.

Year

4nnualChange(’7)
Vehicle~llCS

ofTravel Vehlclc .MI!CS

(P[a (000 000 000s) CPI’ of Travel

1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
I979

83.2 62.3
87.6 64.6
92.8 670
96.8 695
I00.0 72 1
106.2 74.7
117.9 72.2
128.7 72.2
136.1 750
144.9 782
1559 81.S
173,5 77,8

52 37
5.9 3.7
4,3 37
3,3 3.7
6.2 3.6
11.0 -3.4
91 0.0
57 38
6.4 4.3
76 4!
113 -4,5

‘1972 base
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Annual Infla-

tion Rate

2

4

6

8

9

10

12

14

Adjustment

Factor

1.015

1.030
1.036
1.048
1.000
0.975
0.970
0.965

Deployment

To determine the impact of employment levels, the

labor force and resulting expected employment were

projected for New York State for 1970-1995. By

using the available population projections and the

1970 participation rates by cohort, projections of

the labor force for 1980, 1990, and 1!395 were made.
The projected increase in population of 1.5 million

is concentrated in the principal age groups of
workers and, by using the 1970 rates, this yields an
additional 1.23 million in the labor force: 947 400

men and 287 100 women. The overall participation of
those age 16 or more rises from 57.1 percent in 1970
to 58.3 percent by 1995. The rate of unemployment

in 1970 was 4.8 percent. This rose to 7.0 percent

at the beginning of 1980. A long-run rate of 5 per-

cent was estimated for 1990 and 1995. Under these

conditions, New York State must provide jobs for an

additional 1 134 500 workers (at constant cohort
rates of labor force participation) if the popula-

tion projections are to be realized.
The sensitivity of changes in the overall labor

force participation rates and unemployment was also
examined for the impact on travel. These results

are shown in Table 10. Note that a 1 percent change

in the unemployment rate results in a change of

147-171 million VMT during the 1970-1995 period;

this is about 0.20 percent of the travel estimated
in New York State (assuming changes in work trips
only) .

Trip Length and Trip Rates

A comparison of changes in Buffalo and Rochester

travel from the early 1960s to 1970s (~) indicates
that, overall, both average trip length and avera9e
trip rates per household were relatively stable, and
the gain in person miles of travel (PMT) generally

resulted from increases in the number of households
not changes in trip rates. This conclusion masks a

number of individual factors that did change. Among

these changes were the following.

1. Increased length of work trips, but on nearly

the same travel-time budget, as new highway con-
struction eased the move to suburbs and rural areas
and permitted longer work trips with little change
in travel time. A smaller share of trips for all

purposes, including work, were made to central

business district (CBD) destinations and destina-
tions within the city; this indicates that trip

origins and destinations are becoming more oriented

to the suburbs.

2. A substantial decline in shopping trips to the

CBD confirmed a trip reorientation to nearby sub-

urban shopping centers. Shopping trips were

slightly longer but constituted a smaller share of
trips. Trips for personal business were SiMilarlY

affected with respect to the CBD, but to a smaller

degree.

3. The share of automobile driver trips rose and
the share of automobile passenger trips and bus

trips declined, which reflects greater affluence and
increased automobile ownership. PMT per car rle-

Table 10, Effect of a 1 percent changa in labor form participation and unem-

ployment rate in New York State.

Change m Vchlclc
Labor Males of Travel

Unemployment [:orce employment
Year Rate (’7) (000s) (000s) kfllllOns Percentage

1970 4.8 74.59 71.00 147.35 0220
1980 7.0 81.34 75.65 156.97 0.247
1990 5.0 84.59 80.35 166.75 0.209
1995 5.0 86.93 82.58 171,36 0207

,Note.lhe addtt!on (or change) m vehtcle malesof travel for an .ddttional worker M
Itnuted to rhe work trtp and u calculated by 250 days of work x 10 malesro.”d
trip distance for work x 83 percent aut. rnob,le mode 5PI11,or 2075 rnde$l
wurker per year.

clined substantially, and PMT per household rose
slightly in Rochester and declined shout 10 percent
in Buffalo.

4. The share of social and recreational trips
declined sharply and these trips were much shorter

in length. Trips for the purpose of catching
another mode of transportation (e.g., to bus stop or

train station) declined by nearly 50 percent in
length but the share was stable. Although these
trip purposes and trip lengths showed a mixed pat-
tern, the overall trip length and number of trips
per household remained relatively stable.

5. Household size declined in nearly all automo-
bile ownership classes; this was especially noticed
in the zero-automobile households in Buffalo, where
household size declined from 2.6 to 1.8 persons
during the 1962-1973 period. This characteristic is

also reflected in the growth of single-person house-
holds, which rose from 10 percent to 21.5 percent in

Buffalo from 1962 to 1973. Nevertheless, trip rates

and trip lengths for both oneand two-person house-
holds were either stable or rose slightly and over-

all stability in both trip rates and trip length was
noted during the period.

Stability in household trip rates and trip

length, as reflected in the Buffalo and Rochester
comparisons in the early 1960s to early 1970s,

although not updated for post-1974 events, su99ests
that constant travel per household is a reasonable
expectation. Given the declining household size and
the moderating gain in the number of automobiles

(registrations) , then a reasonable expectation for

future travel trends is one where travel will in-

crease by about the same magnitude as the growth in
households. Under this expectation, the impact in

New York State is as follows:

Household v?4T Adjustment

Growth Annual

Year Index Rate Percentage

1980 1.0 1.0
1985 1.068 1.068 +1.31

1990 1.132 1.132 +1.25

1995 1.184 1.184 +1.00

Population growth in New York State is projected

to be modest--about 8 percent from 1970 to 2000.
However, the population declined slightly during the
1970-1980 portion of the period; population growth
is projected to be evenly distributed after 1980

(Table Ii).

Age Distribution

A gain of about 369 000 is expected Ln the elderly

population category (65 and older) from 1970 to

2000. Estimates of baseline VMT have been projected
by using a set of general trip rates for tbe general
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Table 11. Households and population in New York State.

Households POpuIatmn Size of Average
YeJr ( 000000s) (000000s) Household

19?0 5.91 18.24 3.1
1975 613 1808 2.9
1980 6.45 18.08 2.8
198S 6.8Q 18.34 2.7
1990 733 1876 2.6
1~95 777 1923 2.s
2000 809 19.71 2.4

Table 12. Adjustment fastors for elderly population.

Reduct!un In
Travel from Reduct!on m
General Vehicle Miles
Population of Travel. Vehicle Miles

Incrcasc (vehicle males Final Yem of Travel
in Elderly of travel Estimate Adjustment

Pcrlod Population 000 000s) (q,) Factor

1980-19’3s 66 101 271,4 0.391 0.996
1980-1990 164695 731.6 0.919 0,991
1980- 199S ??9 765 1020,6 1.235 0.987

Table 13. Factors that will influence travel, 1980-2W0.

Likely Impac[
on Travel by

I 995 Compared
F~ctor Trend Dmctlon with 1975 (7. )

.Automobde efficiency

Gasohne price

P0pu13t10n

Net huehne

Pro]ectlon

Energy supply cutofts
Inflation

Employment

f{ouseholds

Lirbanlzatlon

.Automobde ownership
~nd use

80percentgmnme fficlency,
I975-2000

Doublereal1978price by

1995

Growthln number

Vehicle males of travel

Gasollne use
Perlodlc shortfalls

8-12 percent average over
next 15 years

Women working

Unemployment rates higher
Growthm number

Increase mrallzatlon
Increase satumtion and use

+40 to +50

-40 to -50

+8

+45

-lotO-20
-lotO-20
-Ioto+lo

+0.5
-3
+18

+9
+5

population. Adjustments can be made to such assump-

tions if necessary. For instance, data from Albany
show that the elderly trip rate there is about half

that of the general population. If one wished to
transfer the results of the diminished travel for
the Capital District’s elderly to the increase in
the elderly population forecast for New York State,

an estimate of travel by the elderly can be made.
On the other hand, if the new group of eIderly will
retain travel patterns that are more consistent with
those exhibited by the general population, rather
than acquiring travel patterns associated with the

existing group of elderly, then no reduction in
estimated VNT for the elderly are necessary. The
values for ~ssible adjustments for reduced travel

by the elderly are shown in Table 12.

Urbanization

The share of population living in the 10 standard
metropolitan statistical areas (SMSAS) in New York
State is projected to fall slightly from 1970 to

1990. This would suggest that the slightly higher

population in the nonurban areas WOU ld tend to
acquire the higher VTfT of those areas and that a

proportional gain in travel in these less “Kba”
areas would result in an increase of about 9 percent
by 1995 (in addition to the change in households).

Adjustment factors for urbanization trends are as
follows:

Population of

SMSA Rural Area

Urban Rural Adjustment to

Year (%) (%) W4T
1980 88.1 11.9 No adjustment
1985 87.6 12.4 1.04
1990 87.3 12.7 1.07
1995 87.0 13.0 1.09

Automobile Gwnership and Use

The level of automobile ownership per household has

increased steadily over time. By 1975 it had
reached 1.25 cars/household on the national level.
Some researchers (~) expect that the level of
ownership will increase based on changing life-
styles and household composition. Some (~) expect
no further increase, and still others (~) expect an
increase well into the latter part of this or the
early part of the next century, to be followed by a
stable plateau in the level of ownership per hOUSe-
hold.

The forces behind the changes in automobile
ownership lead to changes in the use of a“tomoblles
as well. Because VNT per car is projected to level

off earlier than the number of cars per household,

we find that W4T per household reaches a stable
plateau after VF4T per car stabilizes but before the

number of cars per household does so.
Existing forecasts of v?4T can be adjusted in a

very straightforward manner to account for changes

in the level of automotive ownership or the use of

the automobile. The national data described above,
however, show too much growth for New York, which is
a relatively densely developed urban state in which
automobile saturation has already occurred. The
table below presents a set of factors based on the

growth rates inherent in these projections. These
factors can be applied to a baseline forecast that

assumes unchanged levels of ownership. Thus, they
are most useful for separate studies of isolated
links in which effects of automobile saturation have

generally not been taken into account.

Level Pattern Ownership
of of and

Year Ownership Use Use
1980 1.00 1.00 1.00
1985 1.01 1.005 1.02

1990 1.02 1.01 1.04
1995 1.03 1.02 1.05

2000 1.04 1.02 1.06

SUMMARY AND POLICY IMPLICATIONS

The above analysis suggests that broad forces at the

national and state level are likely to have signifi-
cant impact on the magnitude of travel in future

years. Table 13 summarizes the likely magnitude of
these impacts.

In particular are major changes in the efficiency
of cars and the real price of gasoline. The effect

of increased car efficiency is to permit more miles
to be driven per unit of gasoline, as Consumers
trade off fuel efficiency and gasoline price. Price

rises will reduce gasoline demand in the long run by
accelerating fleet turnover further, but in the

short run, low price elasticities prohibit major
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reductions in use through price alone. In the
aggregate, these effects are likely to cancel Out
and result in growth in vMT of 40-50 percent higher
than during the 1975-1995 period.

Other important demographic and economic factors
could significantly change these projections.
Trends toward greater automobile ownership per
household but declining household size could add as
mu,ch as 23 percent to travel projections over the

same period; decreasing urbanization could add
another 9 percent. But double-digit inflation,
higher unemployment rates, and periodic energy
supply shortages could more than cancel out these
effects. The net direction of all of these factors
is difficult to determine, but on the whole, our
assessment is that, in spite of higher prices, the
likelihood of a stagnant economy, and possible
supply shortages, travel is likely to grow, albeit

at a slower rate than in the 1960s and 1970s.
Gasoline use (already down since 1979) is likely to
continue to fall slowly.

Us. energy policy, which so far has focused on
new car efficiency and price decontrol, is generally
correctly placed. Specific actions to reduce trans-
portation demand (and hence energy use) through
modal diversion or decreased travel have been his-
torically cost-ineffective and will probably remain
so. Such actions may be justifiable for othe r
reasons, however.

In general, more attention needs to be placed on

such factors than tias been the case previously.
Projections of travel made in the 1970s are not

likely to include most, if any, of these concerns,

particularly car efficiency, price rises, and infla-
tion. Some of this work can be done with existing

tools, but most of it cannot. New methods are
needed that are sensitive to the joint interaction
of these variables. Such methods need not be com-
plicated: In fact, simplicity and ease of use are
highly desirable attributes. We hope that this
~aper contributes to that effort.
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The Shape of the 1980s: Demographic, Economic,

and Travel Characteristics

FRANKSPIELBERG, EDWARD WEINER, ANDULRICHERNST

Foreeasts of economic and demographic conditions are the baas for all forecasts determinants of travel demand. For the past 25

of travel demand. During the 1970s many charrgas were observed in the demo- years, metropolitan planning organizations thrOugh-
gaphiee of the nation. This papar reviews the trends in pertinent demographic

measures and projects the directions of theaa measures through the 1980s. The
out the world have conducted surveys of travel, per-
formed analyses, and estimated

objectiveisto determine how transportation demandislikeiy toehanga.
models of travel

demand, distribution, and mcde choice. The projec-

tions of future conditions forecast by these models

Transportation analysis is based on the premise that have been used to guide decisions on investments in

demographic, social, and economic factors are major new and improved transportation facilities.
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Transpoctatlon planners have devoted extensive

effort to ensurlnq that their models were statisti-

cally valid, replicated base-year conditions, and

produced reasonable forecasts for future years.
However, the validity of the forecasts of travel

produced by any of these mcdels can only be as good

as the forecasts of the basic parameters on which

the models depend (e.g., population and workers).
Prelections of these factors have most often not
been the responsibility of the transportation pro-
fessional; rather, they are most often developed by
other staff members and used with only cursory re-
view as inputs for the transportation forecasts.

Fawcett and Dowries (~) showed that the projec-
tions of travel obtained by use of the carefully de-
veloped models are far more sensitive to changes in
the values of the social and demographic parameters
than to misspecification of the model or slight
variation in the model coefficients.

During the past decade, significant changes have

occurred in many of the social and demographic char-

acteristics of the U.S. population. As we enter the
1980s, it is useful to identify these national
trends in factors related to transportation and to

examine some conjectures as to their likely effect.

APPROACH

To obtain a picture of trends in 1980s, a wide range

of existing forecasts and analyses was reviewed.
Evaluations were made of the most reasonable fore-

casts based on the methodology used, consistency
with other information, historical trends, and fore-

casts of other factors.

Travel information was developed by tabulating

data from the 1977 national personal transportation

survey (NPTS). These data were stratified by house-

hold size and location. Average weekday trip rates

by mode were calculated for each cell.

Economy

At the base of any projection of travel, explicit or

implicit assumptions are made about the economic

conditions of the area under study. Projections of

economic growth and its characteristics typically

are no more than attempts to explore the implica-
tions of a particular set of assumptions about vari-
ous key factors. Changes in population, labor

force, productivity, hours worked, tax policies, and
exports are the f~rces that determine changes in the
gross national product (GNP), personal income, and
investments.

The period from 1950 through 1973 (during which

time the data used for most U.S. travel models were
collected) was a time of steadily increasing af-

fluence combined with steadily decreasing costs for

automobile travel. Continuous increases in per

capita travel were observed in almost all groups in
the U.S. population. The direction of economic

trends has been less clear in the last half of the
decade. The rate of increase in the GNP has been

reduced, and for individual househOldst the PrimarY
issue has been how to increase or maintain real in-
come in the face of significant inflation. GNP

growth rates are expected to fluctuate about the

average of 3.6 percent/year through the 1980s in
real terms. The growth rates for personal income

will mirror this pattern. Inflation, as measured by

the consumer price index, is projected to continue

at 8-9 percent/year throughout the decade.

Fami lY Income

During the 1970s the relative growth of the uPPer-
income brackets that occurred in the 1960s slowed

Figure 1, Family income distrtbutlon (in 1978 dol!ars).

1955 1960 1965 1970 1975 19-79 1985 19W

down [Figure 1 (~)1. Since 1975, there has been an
increase in the percentage shares of the two higher
income categories. Changes in the lower-income
brackets were almost negligible. Trends over the
last two decades and current economic prospects sug-

gest that the income distribution will change little
during the 1980s. The percentage share of the high-

est income group is likely to increase slightly.

Smaller upward shifts should affect the other cate-

gories. But, overall, the experience of the 1970s

appears a better-suited model than the rapid gains
of the 1960s. The income distribution forecast for

the 1980s shows that close to 40 percent of U.S.

families will have incomes below $15 000. These
families are apt to be severely affected by real in-
creases in fuel costs.

Total Population

The total population of the United States will grow

at a modest rate during the 1980s. In the second
half of the 1970s, the average annual growth rate
was 0.73 percent--a full percentage point below the

rate for the late 1950s. Current census projections
for 1990 imply average annual growth rates between
0.6 and 1.3 percent, depending on assumptions about
fertility trends. Most experts expect that fertil-

ity will rise slightly from its current low to the

replacement level (the level at which the population
would exactly replace itself in the absence of net

immigration) . At that level the U.S. population is

projected to grow at a rate of 0.9 percent/year,

from 220.5 million in 1979 to 243.4 million in 1990.

Population Change

Of the three components of change in the tOtal popu-

lation (live births, deaths, and net immi9rati0n in-
to the country), fertility trends have been the key

to recent growth patterns [Figure 2 (~)1. Mortality

rates have been relatively stable over the last few
decades. There has been a recent downturn that has

been broadly sustained since 1973. Death rates for

persons 65 years old and over (who account for about
90 percent of all deaths) declined much more from

1973 to, 1978 than from 1960 to 1973, primarily as a
result of a reduction in mortality from major car-
diovascular diseases. This change reflects improve-

ments in health care as well as changes in life-

style.
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Figure 2. Components of population change,
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The slowdown in population growth reflects a drop

in birth rates. This drop is primarily the result
of a decline in fertility rates for women across all

age categories. The general consensus is that

changing aspirations of women and couples have
caused this decllne in fertility rates. A popular

assumption 1s that the decllne in fertility rates in

the younger age groups is the result of the ~st-
ponement of childbearing and that the birth rate
could rise again in the near future as many young
women begin to make up desired births delayed from
previous years. It is doubtful, though, whether the
effect would lead to a substantial increase in the

birth rate over the next few years. All indica-
tions are that fertility rates will increase
slightly and approach the level at which the popula-
tion replaces itself (in the absence of net immigra-
tion) . This projection is consistent with most re-
cent survey data of the birth expectations of young

married women.

Regional Redistribution

The key factor in the regional redistribution of the

Us. population has been migration. The 1970s
brought a radical shift in several long-term migra-

tion trends. First, the net out-migration from the
South reversed. The South became the region with

the largest in-migration. At the national level,
however, total net annual regional change amounts to

only 0.25 percent of the total population [Figure 3

(4,5)1. Second, the historical trend toward ex-
p~n~ed urbanization reversed. Each past decennial
census up to and including the 1970 count showed
that a greater percentage of the population lived in
urbanized areas. In the 1970s, for the first time,
the number of migrants from urban to nonmetro~litan
areas exceeded the number who moved in the opposite
direction. Third, the rate of migration into the
central cities from the suburbs increased in the
second half of the 1970s. Migration from the sub-

urbs to the central cities in the three years from
1975 to 1978 reached almost the level for the five-

year period 1970-1975--3.6 versus 3.8 million. This
relative acceleration may be an indication that the
often-cited return to the city is more than a series
of isolated phenomena.

As with regional migration, however, the net rate

of migration is still quite sMall compared with the
total population. In fact, in absolute terms, the
annual rate of migration from central cities to sub-
urbs was stable throughout the decade. The rate of
turnover has increased, new groups that have smaller

household size are moving to central cities, and

larger households continue to seek the suburbs.

Population Growth by Type of Residential Area

Although the parameters of migration among typeS Of

residential areas have begun to change, the relative
magnitude of migration flows implies a continuation
of current growth trends through the 1980s. The
full impact of these changes will be felt in the

years that follow the next decade.
The projections shown here identify the suburbs

as still the key growth area. Population in the

suburbs (the noncentral portions of metropolitan

areas) is projected to increase from atmut 63 mil-
lion in 1975 to 86 million in 1990. This growth re-

sults in an increase in the share of the suburbs of
the total population--from less than 30 percent in

1975 to more than 35 percent in 1990 [Fi9ure 4
(~)1. Central cities are projected to show an abso-

lute increase in the population--from 67 million in

1975 to 72 million in 1990. Their share in the

total U.S. population, however, will decrease

slightly--from 31 to 30 percent.

The population living in small-urban areas (cit-

ies that have a population between 2500 and 50 000)
is expected to remain stable. Consequently, the

percentage share of this cate90rY will decrease.
The rural population is projected to decrease in ab-
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Figure4, Dlstr#butlon of popu
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solute terms. The percentage share of rural areas
in the total population is projected to decline from
more than 25 percent to under 22 percent. If recent
shifts in migration patterns continue throughout the
1980s, this decline in the relative importance of

the rural areas is likely to be milder.
Throughout the next decade the suburbs will con-

tinue to be the residence of the largest segment of

the population.

Trends in Household Composition

The percentage of households that contain married
couples who have children has declined from 44 per-
cent in 1960 to 32 percent in 1978 [Figure 5
(~,~) 1. Over the same period, the percentage of all

households that consists of married couples who do
not have children has remained constant at about 30
percent. The most significant gain has been in the

category of sinqle-person households. In 1960, per-

sons who lived alone accounted for 13 percent of all
households. By 1978 this percentage had increased

to 22 percent. In the 19BOS the growth in single-
person households is likely to slow down only
marginally, because the number and proportion of

elderly in the population (who account for a large
fraction of single-person households) will cOntinue
to increase.

Households that do not contain children have in-
creased substantially since 1960 and are expected to
represent an even larger proportion of all house-

1970 1975 1978

holds by 1990. Such households place less emphasis
on schools or the availability of play space in
their decisions about residential location. Higher-

density, central living will be more acceptable for
this group.

This conjecture is supported, in part, by pre-

liminary data from the 1980 census that show that,
although central cities are experiencing a loss of
population, they are, at the same time, showing
growth in the number of households. Thus, we expect

that in the 1980s the central cities will retain
their relative share of households, but the suburbs

will contain the larger proportion of population.

Labor Force

The total U.S. labor force is projected to increase

from 102 million in 1980 to 114 million in 1990,
which corresponds to an average annual growth rate
of 1.1 percent/year. The major driving force behind

this increase in the total labor force is the growth

in the female labor force. From 1970 to 1980 the
male labor force has grown at an average annual rate
of 1.6 percent. Over the same time period, the fe-

male labor force has grown at a rate of 2.8 per-

cent/year [Figure 6 (~)1. The growth in the labor

force is expected to slow down for both groups dur-
ing the 1980s--to a rate of 0.8 percent/year for the
men and 1.5 percent/year for the women.

The fast overall growth in the past decade was
largely attributable to the entry of the baby boom
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Figure 6. Percentage of husband-wife families with a working wife.
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Some have suggested that the result of devoting many

hours each day to employment would be to reduce the

overall household trip rate. Data from the 1977
NPTS [Table 1 (~)] suggest that the results of in-
creased participation in the labor force by married
women is an absolute increase in travel. It appears
that devoting time to employment does not suppress

nonwork travel--rather, roughly 1.65 trips/weekday
are added. This is almost exactly the number of
work trips expected per employed person.

20
i I Migration of the Work Force

10 I I
1~

1952 1955 1960 1965 I970 1975 1980 1985 1990

Tablel. Effect of female employ mentonhousehold trip rates inl977.

Employed Persons Weekday
Household TnPs/ IncreaseIn
size Male Female Household Trip Rate

2 I o 4.33
, I 1 5.98 I 65

3 I o 5.73
3 1 1 7.37 1.64

generation. This group no longer plays a role in

the growth of the labor force. significant growth

in the 1980s is primarily due to the increased par-
ticipation by women in the labor force.

Rate of Participation in the Labor Force

The long-term decline in the rate of participation

in the labor force for men is expected to taper off
in the 1980s. This rate is projected to stay vir-

tually constant. In contrast, the rate of partici-

pation in the labor force for women is projected to
continue its recent climb throughout the first half

of the 1980s and to level off somewhat during the
second half. By 1990, more than 51 percent of all
women are expected to be in the labor force, which
is up from 43 percent in 1970.

The growth of female participation in the labor

force is the result of a series of complex factors.

The implications for the social and economic fabric
of our society and for changing demands on public

services are only partially understood. The addi-

tion of another wage earner in existing households

and the continued formation of small households as a
result of greater economic independence of women re-
quire a reassessment of current notions about the
travel behavior and transportation needs of house-
holds .

Working Wives

The proportion of married women who enter the labor

force is projected to increase. This trend results
not only from a change in attitudes regarding work-

ing wives but also from economic reasons, an expand-
ing economy, equal-opportunity laws, increased fe-
male levels of education, and a corporate climate

that provides women with improved wages and

seniority.

Household Trip Rates

The effect of increased female employment on trip

rates has been an open question during the 1970s.

During the 1970s, heavily populated areas (the cen-

tral counties of metropolitan areas that have a
population of 2 million or more) experienced a net

out-migration of jobs at a rate of almost
100 000/year. The situation was different for the

smaller central counties. Those that have a popula-
tion of 1 to 2 million people experienced a net im-

migration of workers from other areas. Between 1970
and 1973, central counties that had a population be-
tween 500 000 and 1 million registered substantial

job in-migration; by 1973-1976, this situation had
changed to net out-migration.

The primary beneficiary of this change was the
category of central counties that have a population

under 500 000. The net in-migration of jobs almost
tripled from 1970-1973 to 1973-1976, to a rate of

about 50 000 workers/year. The remaining two cate-
gories, noncentral counties in metropolitan areas
and nonmetropolitan counties, show a net in-migra-
tion in both periods. In both cases, total net im-
migration increased. The relative increase is
particularly significant for the nonmetroplitan
counties.

These trends in geographical changes in job loca-
tion are likely to continue into the 1980s. The
dispersal of residential location has been followed
by the dispersal of the location of the place of

work. Although this change is gradual (less than
0.5 percent of the total labor force), it could

begin to affect work travel patterns. The centers

of metropolitan areas could continue to lose impor-
tance as a destination for the work trip.

Real Cost of Gasoline

In the absence of any new crises, such as those in

Iran, total petroleum production during the 1980s is
pro jected to increase from about 50 million bar-

rels/day. The gap between world production and de-

mand 1S projected to be small (about 200 000 bar-
rels/day in 1980) but to rise steadily through the
decade. Sporadic restriction of supply should also

be expected during the 1980s.
Since demand will exceed suPPlY, the price of a

barrel of oil will continue to increase and reach
almost $70/barrel by 1990. The price differential

between domestic and imported crude will be elimi-

nated by 1982. The increase in petroleum prices is

expected to be accompanied by continued inflation.
In the early fall of 1979 projections were that the

1990 barrel price (in 1979 dollars) would be on the

order of $32. Subsequent events suggest that this

projection might be low.
AS shown in Figure 7 (~,~), the cOst of 9as0-

line relative to all items declined significantly

between 1960 and 1973. During the 1973-1974 embargo

the cost rose sharply but then once again declined
S1OW1Y in real terms until the share Price increases
of 1979. Due to the continued increase in the real

price of crude Oil, the Price Of 9asoline relative
to all items is expected to continue its real in-

crease through the 1980s, although the rate of in-

crease will slow in the later half of the decade.
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Figure 7. Price of gasollne relauve to all Items
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Figure8, Automobile fleet average fuel economy.

Figure9, Automobile operating costs per mile

1975 I980 1985 1990

Note: Figure includas variable costronly; does not

include fixsditemsmch at cost of vehicle
purrhase, taxes, and Iicensas.

By 1990 the real cost of gasoline is projected to be

approximately 1.5 times the 1979 cost. This fore-
cast indicates that trends to smaller cars will con-

tinue in an effort to maintain existing life-style
in the face of rising fuel costs.

Cost of Automobile Operation

The cost to a household of automobile operation de-

pends on both the costI of gasoline and the fuel
economy of the vehicles available. The fuel effi-

ciency of the U.S. automobile fleet declined from

Figure10. Transportation expenditures asapsrcentayof total perso”aI co”.

sumption expenditures.

=
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about 14.5 miles\gal in 1960 to a low of shut 13.5

miles/gal in 1975 [Figure 8 (~)1. Mandated improve-
ments in the fuel efficiency of new cars have begun

to Increase the average efficiency of the fleet. By
1980 the efficiencies of the early 1960s will be
surpassed. The continued increase in new car effi-
ciency coupled with the retirement of older vehicles
will result in fleet efficiencies of 19 miles/gal by
1985 and almost 23 miles/gal by 1990.

The rate of increase in fleet efficiency is pro-
jected to be greater than the rate of increase i“
the real price of gasoline for the 1980s. Although
the real cost of gasoline may rise more rapidly than

shown in these projections, increases in fleet ef-
ficiency would compensate for price increases of 4

percent/year. The combined effect on automobile
operating costs will be an increase through 1980,
followed by stabilization in 1981-1982, and a de-

cline in real terms for the remainder of the decade

[Figure 9 (~)]. Real operating costs per mile in

1990 may be slightly less than in 1979.
Automobile operating costs in the 1990s will

again increase. By 1985 new cars will have achieved
fuel economy standards that can be easily imple-

mented. Major technological innovation will be re-
quired to obtain additional efficiency. The gap

between petroleum demand and production is also ex-
pected to widen more rapidly in the 1990s and lead
to either higher real prices or supply restrictions.

Although the 1980s may be a period of relative

stability, actions taken during the 1980s must rec-

ognize the likely problems of the next decade.

Transportation ,Budget

Between 1950 and 1970 the proportion of personal

consumption expenditure devoted to transportation
declined only slightly (from roughly 13 percent to
12 percent), even though the cost Of travel in real
terms fell substantially. A slight rise in the pro-

portion of the budget devoted to transportation in
1974 was followed by a major increase from 1975 to

1977, when it reached a 20-year high of 14.3 percent
[Figure 10 (~)].

How transportation expenditure will change in the

1980s is unclear. The conjecture shown in Figure 10

suggests that household travel expenditure will de-
cline slightly during the 1980s, and households will
seek to reestablish the historical values of 12-13
percent:
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1. Studies have suggested that households over a
wide range of urban areas and living conditions have

a cost budget for transportation, and

2. Although the costs of gasoline will increase
in real terms during the 1980s, the cost per mile of
automobile travel will decline slightly as fleet ef-
ficiency improves.

The post-1974 increase in the transportation bud-

get reflects the fact that households require some
time to change dwelling locations and trip pat-
terns. During the 1980s long-term decisions about

residential location and activity patterns will be
made that reflect travel costs. However, 80 percent
of the housing units that will exist in 1990 are

already in place. The availability and cost of cer-
tain types of transportation were implicit in the

development of this housing. The residents of this
housing will be forced to live with the economic and
mobility consequences.

Nominal price increases or occasional supply re-

strictions during the 1980s may lead to some house-
hold adjustments. Households that do not change
patterns in the 1980s should be able to maintain
their transportation budgets within the historic
range if household income keeps pace with infla-
tion. Beyond 1990, due to real increases in operat-

1ng cost, these households will need to either
increase the proportion of income devoted to trans-
portation or reduce travel . Within limits, the

latter option is easier and more likely to be
chosen. Some trips must be made, however, and in

the 1990s a growing proportion of households will be

seeking cheaper travel alternatives.

Gasoline Expenditures

The amount of money spent on gasoline is a direct
function of travel. As would be expected, larger

households make more trips and, therefore, have
higher gasoline expenditures [Figure 11 (~) 1.
Slmllarly, higher-income households travel more and

spend more on fuel, although the percentage of in-

come devoted to gasoline expense shows a rapid

decline with increasing income. Above the median

income, gasoline expenditure increases more S1OW1Y

than does income. “Other factors, such as the amount

of time available to travel, serve to constrain trip

rates. These higher-income households could absorb

significant real increases
out exceeding the average
devoted to trans~rtation.

The evidence, however, a

n 9asoline prices with-
amount of the budget

so suggests that lower-

income households are already constrained by the
cost of operations. The mobility of this group
could be even more restricted as real costs increase.

CONCLUSIONS

Based on analysis of trends observed during the
1970s and their projection to the next decade, the
following findings are particularly significant:

1. Continued inflation will result in a halt in
the rise of real income;

2. Growth in population will continue to slow;

3. Family size will decrease and the proportion

of single-person households will increase;
4. Although some smaller households will seek

dwelling units in higher-density areas (central
cities and older suburbs), the majority Of grOwth in
both population and households will occur in areas
characterized as suburban;

5. The proportion of women employed will con-
tinue to increase; and

6. Continued increases in the real cost of gaso-

line will be coupled with significant increases in

vehicle fuel efficiency so that the per mile cost of

automobile operation will be stable for the popula-
tion as a whole.

Perhaps most significant, however, is that, in

spite of definite trends in migration to the South,
to nonmetropolitan areas, and, to a lesser degree,
to central cities, the absolute magnitude of the net
changes will be small compared with the total popu-
lation. The vast bulk of the U.S. housing stock is
in place. Substantial net change in residence loca-
tions over the decade is impractical.

Our view of the 1980s may be summarized as fol-

lows . Population in the South and West will con-

tinue to grow at a faster rate than will the nation
as a whole, and most of this growth will occur in
the lower-density developments that characterize new

housing areas. The bulk of the population will live

in suburban locations, dependent for travel on auto-

mobiles. Fuel costs will continue to inCKeaSe in

real terms so that households will take a variety of

10 ;
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actions to maintain their transportation budgets

within the historical range. The most popular ac-
tion will be the purchase of more fuel-efficient
vehicles. As a result, vehicle miles of travel in
all areas will continue to increase, although the
rate of growth will be slower than that observed in
the past. Nonetheless, 10wer-incOme groups will
face increased restrictions on their mobility.

Households that do not include children will

increase as a proportion of the total. These house-
holds will find higher-density living more accept-

able, and many will choose locations within the
central city or older suburbs. These households,
which frequently have two working adults, will find

transit acceptable for many trips. As a result,
transit ridership as a ProPortion of total travel
will stabilize and grow in absolute numbers.

From a transportation viewpoint, these trends and

forecasts indicate that the northeastern and Mid-

western regions will have to adapt to a low-growth
future and concentrate on selective revitalization

and rehabilitation of existing highway and transit
facilities. The southern and western regions will
need to encourage new development to occur at higher

densities so that they can better serve travel with

transit. Nationwide, extensive areas of low-density

development will still exist, where paratransit op-

tions will be the only stable alternatives to single
occupant use of the automobile. Ridesharing in car-

POOIS, vanpools, or taxicabs will be the most cost-
effective transportation option. New institutional
arrangements will be needed so that providers of
such services can enter the market.
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Estimating Vehicle Miles of Travel: An Application

of the Rank-Size Rule

WAYNE R. UGOLIK

This paper suggests a simplified approach to the problem of estimating annual

vehicle miles of traval without tha naed for extensive vehicle count data. By

using detailed data on vahide miles of travel per highway section of tha New

York State touring rmta system, it is shown that, whan the highway sections

ara ranked in decreasing order of thair section vahicla miles of travel, the vehicle

miles of travel of the individual sactions can be CIO$.SIY approximated by a fune

tion of section rank value. An approximation of tha total sum of vahicla miles

of travel on all highway sections is then obtsinad by integrating this function

over all the rank values. The approach has potential for use as a forecasting

tool. Testr on data for 1968, 1974, and 1976 show that the method can pro-

ducssurprminglyassurateresults.

In 1970 Zahavi (~) noted that, when certain trans-

portation-related quantities are ranked in decreas-
ing order of value, a certain level of stability is

attained in the relationship between rank and value

that enables analyses that might not otherwise be

possible. This relationship, well known in the

sciences, is called the k-distribution. In this

paper we explore a similar pattern of stability that
is exhibited by a ranking (in decreasing order) of

the
the

annual vehicle
New York State

miles of travel per section of
tourinq route highway network.

This stability enables us ‘to develop a method for
estimating annual vehicle miles of travel on the

state route system by a simple scheme that has the

potential to circumvent the costly and extensive

vehicle-counting procedures that are currently in

wide use. The method is based on what we term the

rank-size rule. Its utility for producing accurate

estimates is illustrated by an application to New

York State vehicle miles of travel data for
1974, and 1976.

RANK-SIZE RULE

The rank-size rule can be described mathemat
as follows:

1. Let al~ a2 ~ a3, .--I an be a 1
of positive numbers with al . az ~ a3 *...- an

1968,

tally

sting
that
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Figure 1. Graph!cal representation of the rank.size rule.

al

h
a2

‘. a

a

,1= f(x)

[21 R, R] R,.

I
I

is, the numbers are ranked in decreasing order and

2. Suppose f(X) is a positive and decreasing

function defined for X . 1, that has the property
that f(])=el forj ‘1, .... n. Then,

“

J
,,.1

Za,> i(x)dx
,=1 ,

(1)

This can be easily understood from Figure 1. In the
figure, the dot on the top left corner of each
rectangle Rj is aj units above the horizontal
axis, and each cectangle has a width of one unit.
Therefore, the area of each rectangle is aj
(square units). Hence, from Figure 1, it is clear

that, ! aj equals the sum of the areas of the rect-
]=1

angles, and this area can be approximated by the

area under the curve y = f(X) for X varying from 1

to 5. This area under the curve is precisely the

value of J~f(X)dX. The approximation will be quite

good if the aj ‘s are large relative to measurement
on the horizontal axis and if the rate of decrease
of the

‘j’s ‘s
relatively low . This follows

because the hatched area in each rectangle in Figure
1 would then be small relative to the value Of aj.

Application

Summaries were available of annual daily New York

State highway system vehicle miles of travel, based

on the 1968, 1974, and 1976 New York State highway

sufficiency reperts (~-~). The annual average daily

vehicle miles of travel (AADVMT) is based on the

annual traffic volume determined for each section of
every touring route in the state network. A section

is a particular length of highway, usually of uni-

form width; however, actual lengths of sections can

vary greatly. The AADV?4T is calculated for each

section by multiplying section length by the traffic
volume for that section. The sections (approxi-

mately 15 000 in number) were then arranged on the
basis of descending section AADVMT, and successively

aggregated into groups of 100 sections each in order
to make the number of data points more manageable.
The first group contains the first 100 top-ranked

highway sections, the second group contains the

second 100 top-ranked highway sections, and so on.
A group usually contains sections from all Over the

state so that there is no general geographic pattern

among the groups.
The AADVT4T for each group (1OO sections) was then

calculated by summing over the sections in the

group. The result for each of the years 1968, 1974,
and 1976 was a ranking of (approximately) 150 groups

based on the descending order of group AADvMT.
For each year, M+DvMT per group rank was plotted

vertically on a logarithmic scale against group

rank. The resulting plots exhibited a negative
exponential decay, as exhibited in Figures 2-4,
which suggests that

or a double exponential of the form:

AADVMT~,OuP ,,nk* exp(ae”bgr”up““k) (3)

In this form, the a and b in the exponent are pa-

rameters that would vary from year to year, and e is
the base of the natural logarithm.

If we assume that the approximation in Equation 3
is good, the rank-size rule would require evaluation
of the integral

RH+ 1

fR~p(ae-br) dr

in order to estimate

rank = RH

,a”k~RL AADv~Tr.nk (4)

where RL is the lowest group rank and RH is the

highest. This integral is not solvable in closed

form by elementary functions, but its value can be

approximated with a high level of accuracy by inte-
grating a series approximation to the integrand
after a change of variables or by using a numerical
integration scheme such as Simpson’s rule.

The estimation of AADVMT by such integrals would
be facilitated if the parameters in the exponents
did not vary from year to year but rather that the
variations in AADVMT were accounted for by a correc-

tion factor, depending on the year. A multiplica-

tive correction factor (A) would require

AADVMTrank = Aexp(aeb’ rank) (5)

an additive correction factor (A) would require

AADVMTra”~ ~ A+exp(aeb’ rank) (6)

In either form, the constant A would generally vary
from year to year, and the a and b would remain
constant. A multiplicative factor alters the shape

of the curves from year to year; an additive factor
does not. In fact, given historical data (increas-

ing vehicle miles of travel), a multiplicative

factor would necessarily make the curves Progres-
sively steeper. Since this was not indicated by the

data, the additive-factor approach is preferable,

which indicates Equation 6, where A depends on the
year, but a and b do not. In this form the rank-

size rule becomes

R}{

s

R,,+ 1
~AADVkfTr =A(RH+I-RL)+ exp(aebr)dr (7)

‘L RL

Assuming that the approximation in Equation 6 can be

applied accurately, values of the integral on the

right-hand side of Equation 7 for various ranges of
the rank could be tabulated numerically and used for
different years because a and b remain fixed. Thus,

the rank-size rule in this form would produce an

estimate of AADVMT based On a little simple arith-
metic after the parameter A is estimated. In what

follows, we indicate that this task may not be as

difficult as it may seem.
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Calibration

Estimation of the constants a and b, and the shift
parameters (A) was accomplished by nonlinear least

squares by using a computer program available in the
Biomedical Data Processing (BMDP) software system

(>). The functional form (Equation 6) was cali-

brated on the 1968 data. The same a and b values

obtained for the 1968 data were used for the 1974
and 1976 data, thus only the A’s were calibrated

differently for the years 1974 and 1976.
Initial tests and residual plots indicated that

the ranked data would conform better to the func-
tional form (Equation 6) if the
tioned into three segments:

Segment l--group ranks 1-16

sections) ,

Segment 2--group ranks 17-37

3700), and
Segment 3--group ranks 38-150

15 000).

data were parti-

(first 1600 road

(sections 1601 to

(sections 3701 to

This was basically due to the fact that the

AADVMT over all ranks tended to level off more
quickly than the functional form (Equation 6) would
allow.

Final calibrations were performed separately on
each of the segments for 1968, 1974, and 1976. As
was originally done, the a and b for each segment
were calibrated only on the 1966 data and were kept
fixed for 1974 and 1976.

‘The results indicated that in each segment the

ranked data conformed surprisingly well to the

functional form (Equation 6), except that rank one
(e.g., the first 100 ranked sections) in the first

segment stood out as an outlier for each of the
three years. This supports the hypothesis that the

basic shape of the graphs of ranked AADVMT remains

fixed, but that the graphs shift from year to year.

In fact, the shift factors (A) appear to be ex-
tremely stable. That is, for each segment the three
A’s calibrated for 1968, 1974, and 1976 could be

predicted from their least-squares line with an
error of less than 0.01 percent [horizontal measure-
ment equals the number of years from 1968 (e.g.,

1974 1S six years from 1968)]. Moreover, the per-

centage of total AADVMT contained in the first group

rank (the outlier group) also remained stable and

averaged abut 12.0 percent of the total AADWIT for

each of the years (actual percentages: 11.58 percent

in 1968, 12.89 percent in 1974, 11.93 percent in

1976) .

Integral Evaluation

By the change of variables u = e‘br, the integral

‘A,

is transformed to

J
~.hli

J
~.l>+

-l/b (C1u/U)dU= I/b
~.hA

,.hB (eJ”/u)du (9)

By using the fact that

cau/u=(l/ll)+Ll+.+ [an-1 un”2 /(n- 1) ‘] +(a”@l/n!)+ (lo)

where the series on the right converges uniformly

and quite rapidly on the interval of integration, we
may approximate the integrand by a partial sum of
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Table 1, Shift factors and integral values, 1968 and 1974,
(;roup

Rank
Segment %1,, ‘68., 474,, S,J,,

I -268641 000 405 b17v 461 -?68002 000
~

4056 179461
.:70474 000 ~ 694482 X05 -~7031/lf30(3 5 b94 482 805

3 .27, ~7fJ000 21 Q89 340 000’ -;71 176000 30668 225 ?50’

‘There were only 1I E full group m“ks ,n 1968,ther.were150,.1974

Table2. AADVMTrank.size-rule estimates, 1968 and 1974.

Actual Estlmatc
Yeor (;ro”pRdnk (000 000s1’ (000 000s ) Error(’;I

lYb8 ‘-16 27 806 ?6.5rj4 -446
77-37 14.789 14.5?9 -1.76
38 ~nd ~hove &6b~ ~46. -1.1s

rotd 50 J57 57563 -286

1 ~1~

rOtd 67,0I6

1974 2-16 37 399 36.149 -3.34
17.37 18.065 17,80s -1.44
38 and ,!bove ~ &3.~ -0,68

rotal 80.[174 79 :91 -208

I ~~

l’(>l JI 92 959

the series on the right-hand side, and then inte-

grate the resulting sum instead of the original
integrand. Thu S,

(1[)

By evaluating the right-hand side, we obtain

{f,~ eaehRdR~ B-A+ [(se-hA/b) +(a2e2bA/4b)+ . . .

+(anembA/nn!b)]- [(se-bB/b)+(a2e”2bB/4b)

+ + (an e*bB/n n!b)]} (12)

The desired degree of accuracy will determine the

size of the number of terms in the approximation

(n). For our purposes, n = 10 was more than suf-

ficient for each application.

Results

The values

J

R~, l

s,= exp [a,exp(b)x)]dx

R{.

(13)

we re numerically calculated in the last section,
where RL 1 and RH ] represent the lowest and

highest ranks in segment j (note that since rank 1
is an outlier, it is treated separately, and RL1

is taken to be 2). If we let Aij represent the

calibrated estimate of the shift factor for the jth

segment of ranks for year i, the total AADVMT for

year i is estimated according to the rank-size rule

by the value

A.AL)VhlT,,,,,kl +:[AU(R/4+1 -R~)] +S, (14)
,. 1

The resulting rank-size-rule estimates for 1968

and 1974 were within 3 percent of the actual

values. The values of
‘i?

and Sj are presented
in Table 1, the vehicle miles of travel estimates

are presented in Table 2.

Table3. Trend-line shift faetors andintsgral values for 1976.

(;roupSegment 476,, S76,,

1 -2b7 ?89000 4056179461
. -’70266000 5 694 482 805
i .j71 144 000 30668 225 250

Table4. AA DVMT predictions for 1976 based on the rank.size rule.

—
Group Rank Pred]i[lon(000000s) Actual(000OIJos)

In order to illustrate the predictive quality of

this application of the rank-size rule, the sta-
bility of the Aij ‘S and ‘MWTrank 1 were ex-
ploited in order to make a forecast of 1976 AADvMT

based on the 1968 and 1974 ranked data. Trend line

estimates of the 1976 shift factors (A76,1,
‘76,21 and A76,3) were constructed based only on
1968 and 1974 data, and an estimate of the
AADVMTrank ~ for 1976 was based on the assumption
that group rank 1 would contain 12.0 percent of che

total AADVMT.
By using these trend line estimates, Equation 9

was calculated for 1976. The trend line estimates

of the shift factors are shown in Table 3, the
vehicle miles of travel predictions are shown in
Table 4. Again, the exacting nature of the rank-

size-rule procedure is exhibited.

CONCLUSION

The foregoing results indicate that four pieces of
data (trend line estimates of the three shift fac-

tors and the AADVMT for rank 1) could be used in the

rank-size rule to forecast AADVMT on the New York
State touring route network. Although trend line

approaches are crude by many measures, the apparent
stability of ranked AADVMT and the fact that 1966,
1974, and 1976 span the 1973 energy crisis and the
subsequent recovery, make the data sets studied here
particularly suitable for such an approach. Never-

theless, other approaches that COU ld take into

account circumstances not detectable from historical
trends are worthy of mention and future study.

In particular, the shift factors (A) could be

estimated by actual vehicle counts on carefully

selected sections of the New York State tour ing

route network. This proposed approach would follow

that’of the bellwether polling districts, in that a
very few statistically reliable sections would be

taken to represent the whole. Such an approach

might reduce considerably the extensive costs that



are now incurred in monitoring and maintaining

statewide vehicle counts. Another approach might

entail estimation of the shift factors as functions
of socioeconomic variables that take into account
gasoline availability and price as well as other

indicators of travel.
The initial application of the rank-size rule

presented in this paper indicates that further study
is warranted. The approach has the potential to
greatly ease the very costly and burdensome task of

estimating vehicle miles of travel, and its utility
in forecasting vehicle miles of travel is yet to be

fully explored.

Research is under way to determine effective
bellwether sections to be used as a basis for esti-
mating the necessary parameters for this application
of the rank-size rule. In addition, the approach

has been verified on vehicle miles of travel data
for 1976-1979, and the development Of a method for
determining the shift parameters as functions of
gasoline and diesel sales is currently under study.
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Consideration of Nonresponse

Mobility Surveys

WERNER BROG AND ARNIM H. MEYBURG

This paper continues the line of investigation of nonresponse problems previously

presented. After a brief review of thecontaxtof theproblem, namely the non-

response effects on measured bahavior in spite of demographic weighting, and the

results of the previous research on this topic, the paper documents a broadening

of the insights gained into the effects of nonresporwe. These insights weraappliad

toalarge-scale nonresponse analysis of approximately 100000 trips. The analysis

included the nonresponse effects for the numtsarof trips, trip purpoae, travel

mode, and seasons. Also, nonresponse effecta are compared for written and in-

terviewsuweys. Experience with the characteristics and impacts of nonresponse

forintercity travel is presented. Theinsights gained could bausedto clear up

and correct past and present su wey efforts and also to ensure that future data-

collection efforts are conducted atlower costs, since corrections can alsob made

for smaller rates of return.

I“ principal, empirical surveys are not capable Of

providing an exact replication of measured reality:

They only provide a picture that deviates more or
less from this reality. The size and direction of

these deviations are determined significantly by a
variety of factors tied to the chosen survey desi9n
(see Meyburg and Brog in another paper in this

Record
Str

llmlts

1.

(biase

ct application of these basic facts shows the

and possibilities of empirical research:

Precise determination of the distortions

) Induced by the survey method will never be

possible and
2. Systematic research into the biases caused by

the survey method employed will lead to insights

that will permit the estimation of the direction and
order of magnitude of these deviations.
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Effects in Large-Scale

The corresponding measurement results will not be

exactly correct, but they will be more correct

(i.e., closer to reality). In order to reach re-

sults closer to reality, systematic research into

survey methods is necessary.

such methods research typicallY is verY exPen -

sive. For that reason, these studies will have to

be of an exemplary nature. This means that this

fundamental research must be designed such that

general izable results (at least within reasonable

llMitS) are obtained. These insights can be that

1. At least the direction of the bias in rela-

tion to the chosen survey method can be indicated;
2. Additional correction factors for the elimi-

nation of this bias can be provided, whose applica-
tion would move the measured results closer to re-
ality; and

3. An evaluation method is developed that would

make it possible to estimate the relevant influences
directly within the survey and to correct the survey

data themselves.

The general level Of kn0wled9e abOut ‘elevant
factors of influence to survey methods in the deter-
mination of activities outside the home is rather

limited to date. It has progressed only to a stage

where we comprehend that a multitude of factors

exists in the survey design that can be Of signifi-

cant influence on the measurement results. Further-

more, we begin to realize that, even in compara-

tively simple measurements of nOnhOme mobilitY, for

example, regional and seasonal factors can 9ene rate
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Table 1. Overall mobtlity by responseIncrements.

$foh,lllyper Cumulative [ndcx(umulatwe
Kc, pen, c in.:cmcn[ Increment Mubdlty Vdu!ls’

Fir, t titth 2.91 1.91 1128
sc. olld !Illh J,. ” 281 1089
IhlrdIIllh 257 2.72 10s.4
Fourth(]!!hh 241 2.64 1023
FI!thtllth’ 2.37 2.58 I00.0

w,,. KONIIV 19-6h.dappru.x!rnat.ly105000person survey da>,
:M,mated [“1,1“31”, : 100.
!Parr,al“Onre,pens, ,,t, mate,

‘ Complete nonresiww estIrnate.

specific survey situations that stand in the way of
generalizing corresponding fundamental research.

For this reason, in the conduct of basic studies
of survey-method-specif ic influence factors, special
attention should be paid to the development of an
evaluation method that allows the renewed examina-

tion of the results in a concrete case and that
thereby expands the spectrum of corresponding in-
siqhts.

THE NONRESPONSE PROBLSN

A significant bias in empirical surveys of nonhome

mobility results from the fact that it is not Pos-

sible to get all households or individuals to re-

spond. This problem exists both in sampling and in

total population surveys. In either case conclu-

sions have to be drawn for a larger entity based on
a smaller group of respondents. Unfortunately, the

severity of the problem increases for the usual
sampling situation. In practice, this problem is

usually disguised by means of the indication of a
significance level based on sampling theory (~).
These statistical significance measures are valid
only when information about each sampling element is
available. This condition cannot be fulfilled in

empirical surveys.
Therefore, it is important to deal with the non-

response problem in a systematic fashion in order to
be able to estimate how the observed results would

change if corresponding information were available
for each selected sample element. It is especially

important that the information be relevant for the

object of the investigation, in this case “for non-

home mobility. Information that captures merely the

sociodemographic characteristics does not fill this
information gap and, therefore, is not sufficient
for reliable estimation of the influence of non-
response.

METHODOLOGICAL EXPERIMENTS

Since the nonresponse effect constitutes a signifi-

cant bias of empirical results, we have investigated

this problem area in several basic research ef-

forts. One of these studies was presented in an

earlier paper (~) . It constituted the starting

point for several additional analyses, including the

research reported here.

For a survey of 984 households in West Berlin,

the survey design corresponded exactly tO the One

employed in the national travel survey (KONTIV) and
other large surveys in West Germany. The only ob -

lective of the West Berlin survey was to obtain as
large a response rate as possible and to gather ad-
ditional qualitative information about late or non-

responding households.

The survey used the mail-back technique with

several follow-ups. Although in other large surveys
Ln West Germany the number of reminders was usually

llmited to four (which normally results in a re-

sWnse rate Of 65-75 Percent) , In this survey it was
Lncreased and the response rate increased corre-
spondingly from 74 to 87 percent. Care was taken
not to modify the survey design in order to truly
measure the influence of the nonresponse effect and
not that of a changed survey method.

In order to gain additional insights into the
structure and motivation of the group of nonrespon-
dents, interviews were conducted with late respon-
dents and nonrespondents wherever possible. Other-
wise, additional investigations were undertaken to
obtain certain information about these groups of
people.

The most-significant result of this methodologi-

cal experiment was that the measured mobility (trips

per person) decreased with the size of the response

rate (see Table 1) and that this effect cannot be
corrected sufficiently by means of simple sociodemo-

graphic weighting.
The follow-ups and additional investigations

clearly indicated that people who had little nonhome
mobility (i.e., few trips taken outside the home)
did not feel sufficiently concerned and, therefore,
did not participate in the survey. On the other
hand, it could not be confirmed that late respon-
dents, tired of the numerous follow-ups and re-
minders, simply report fewer trips than they actual-

ly perform.

SUBSEQUENT ANALYSES

The methodological experiment resulted in several
important insights for subsequent work on the non-

response problem:

1. Trend extrapolation on the basis of response

speed proved to be a usable method of estimation and
an acceptable method of evaluation;

2. Use of the term “mobility per person” (i.e.,
trips per person) proved to be too imprecise; vari-

ables such as “share of mobiles” (i.e., that share
of the population surveyed who took a trip on the

survey day) and “mobilitv per mobile” (how many
trips the surveyed mobile person took on the survey

day; i.e., trip rate per person) should be used in-

stead; and

3. Stratification according to mode and trip

purpose did not produce consistent results yet--
probably due to relatively small sample size (this
suggests further investigations on the basis of
larger sample sizes).

In this experiment the specific influence of the

survey area and the survey period could not be de-
termined. The present level of knowledge suggested
that the nonresponse investigation be repeated on

the basis of this evaluation method for the KONTIV

survey (3) [i.e., a sample representative Of an en-
tire reg~on (in this case, West Germany) and dis-
tributed across all seasons].

In its basic version, as it is used in this

paper, the KONTIV survey cOnsisted Of 105 000 Person
survey days, and it had a resPOnse rate Of 72.4 Per-
cent. A stratification into five response segments
of equal size was performed because the trend extra-
polation can be performed most readily when only the
last segment has to be est]mated completely and the
second to last has to be estimated partly. The re-

sults presented in the following sections permit a

much-more-precise determination of the nOnresPOnse
effect. However they are only relevant for surveys
of comparable methodological design (i.e., specifi-

cally for mail-back surveys).

SELECTED RESULTS

Measures of Nonhome Mobility

The average number of trips for all people surveyed

shows the known effect that mobility decreases with
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increasing response rate. It is almost one-quarter

higher for the first respondents than for the (esti-
mated) population average.

The variable “mobility per person” is, however, a
quasi-artificial average value that is composed of

the “sha re of mobiles” and the “mobility per mo -

bile.” These two measures show modifications al-

ready. Although the value of “mobility per mobile”
decreases with increasing response rates, the values

in each response fifth (stratum) are relatively less
exaggerated than they are for the measure “mobility

per person” (Table 2). The “share of mobiles”
reaches its highest value only in the second fifth,
which indicates, among other things, that some
people who have 1Ow mobility also answer very
quickly (Table 2).

NONRESFONSE BY SEASON

The analysis of the nonresponse effect by season

shows the im~rtance of subdividing the average mo-
bility into its two constituent components. If we
look at the changes in “mobility per person, ” we
also find a rather uniform decrease in values with

an increasing response rate (Table 3).
This picture is largely reconfirmed in the analy-

Table2. Share of mobiles andmobilitvof mobiles.

Shdrt of Mobdes kfohllltyofMobiles
—

[ndex IIldex
Cumula- Cumula-

Response (’unlula- twe Cunlula- Clv!?

Increment Single tlve values’ Single tlve \’Jlues’

Flr$t fifth 757 15,7 10?3 3,84 3,84 1100

Second fltth 78 4 77, 1 1042 3,45 3.65 [04 6

Th)rJ fifth 768 76. v 103.9 3.34 354 101.4

Fc~urth !\tthb 71 ? 75 2 10I.6 3.38 3.s1 !00.6
F~fth htth’ 69..7 74.0 1000 3.42 3.49 100.0

Note KO.NTIV1976h.!J.pproximately105000personsurv.y days

~Esti mated tocalvdue . 100.
I>arttalnonresponse esttmate.

c Complete nonresponse estimate

Table 3.

sis of the measure “mobility per mobile, ” but it is
relatively different for the “share of mobiles. ” TWO

different tendencies become evident: Although the
first two response fifths show the highest mo-

bility In winter and spring, this effect only shows
in the second and third fifth for summer and fall
(i.e., it is delayed). The reason for this phenome-
non lies in the fact that people who travel a lot
and who belong to the group of fast respondents dur-
ing winter and spring only answer with a delay dur-

ing the summer and fall months when they are busy
with nonhome activities or when they are more fre-
quently on trips away from home (Table 4).

In connection with the seasonal variation de-

velopment of the measure “mobility per mobile, ” we

therefore observe quite different nonresponse ef-

fects dependent on the time of the survey. In a
continuous year-long survey, it is therefore advis-
able to apply a nonresponse correction separately by
time of year.

Nonresponse by Mod e

Response or nonresponse behavior has a significant
effect on the resulting frequency of modal use.
Early respondents often use individual, often non-

motorized, travel mcdes, and a large number of pub-
lic transit users apparently decide only relatively

late (or not at all) to participate in a survey
(Table 5). Also obvious here is that a response
rate of, for example, 60 percent still contains tan-
gible fluctuations in the modal split representa-
tion, in spite of relatively good representation of
the total mobility.

Nonresponse by Trip Purpose

Inconsistencies due to nonresponse are even more
pronounced in the analysis by trip purpose. A re-

peatedly indicated tendency of decrease with in-

creasing response rate is evident for social-recrea-
tional and shopping trips, in spite of the fact that
the initial values in the first fifths lie sub-

stantially above the estimated average value (Table

6). For mandatory trips, however, a substantial de-

Overall mobilityby season.
CumulatweValue Index Cumulatwe Valuea

Response
Increment Spring Summer Fall Winter Spring Summer Fdl Winter

First fifth 3.00 2.79 2.90 2.98 !13.2 106.1 112.8 120.7

Second ftfth 2.82 2.73 2.85 2.83 106.4 103.8 110.9 114.6

Third fifth 2..69 2.64 2.80 2.73 101.5 100.4 109.0 110.5

Fourth flfthh ?.67 2.63 2.68 ?.58 100,8 1000 104.3 104.5

Fifth fifth’ 2.65 2.63 2.S7 2.47 100,0 100.0 1000 100.0

Note KONTIV 197611 adapprottmate!y 105000 person surve} days.

~F-slimatect total va!”e = 100.
~ ?,artial “onresponse estamate.

Complete nonresponse estimate.

Table4. Share of mobiles and mobility

of mobiles by season.
index uiCumulatlve Valucsa

Sh.ilc (It ~loblles !doblhtyof Mobiles

Kcsponhc
Increment Spring Summer Fall Wlntcr Spring Summer FJll Wln!cr

First fjfth 1042 95.4 102.7 108.4 108.5 1113 1098 Ill!

SL!LO1lLItltth 103.2 99,6 106,1 107.7 102.8 104.2 104.6 1065

lllrd ilfth 10: 1 100 I 105.8 106.9 99.4 1003 102.9 1035

Fourth llithb 101.I I00,0 102 7 103.0 99 7 1000 101 4 101.5

F!fth flfthc 1000 100.0 100.0 1000 100.0 100,0 1000 100.0

N!!te K[l N l!V 1976 1x4(I,Pr?r, >,tmateiy 105 000 [>cts<>”>uW~Y days.

;,l.t,nlaledtc,t.,1“.1(,.100.
~I,aftul.<,nr.5pw5w..ttm.l..
(<1,,1,)(.[.t,t>rlr..,lttl),c.s(,”,,[.
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Table 5. Mobtlity of mobiles by prtncipal mode of travel. crease can be observed, especially in the middle
fifths (Table 7). Evidently, people who have rela-

Indexof’CumulativeValuesa tively simple activity patterns that do not go sig-
nificantly beyond trips to and from work tend to be-

Response ,Nonmotorwed Indlvldualized Publ]c
Increment Total Modesb Trflvel Modesc Transit

Firstf]fth 110.0 11s.2 107.2 100.0
Second fifth 104.6 107,2 104.8 94,7
Third f!fth 101.4 103.6 10I.2 97.4
Fourth fifthd 100.6 101.4 100.6 100.0
Fifth flfthe 100.0 100.0 I 00.0 100.0

Note KONTIV 1976 had appmx!rnateiy 105000 person survey days.

~flsttma tedtotal value = 100.
~ Includes wlking, btcycle, and nmtonmd blcycie,
~[ncludes a.tomobde driver, autonmbde passenger, moped, a“d motorbtke
, P,.3rtialnonrmponse estimate,

Complete nonresponse esttmate.

Table 6. Mobility of mobilesby trippurpose.

Response
Increment

First fifth

Second l)fth
Thmd fifrh

Fourth (Itthd
Fifth ftfthe

Index of Cumulative Valuesa

Mandatory Socml-Recreational
Total Tripsb TrIPs

100.0 99.4 114.8
104.6 98.2 108.6
101.4 97.6 102.5
100.6 98.8 100.0
I 00.0 100,0 100.0

Shopping
Trlpsc

!21.4
111.7
105.8
102.9

1000

Note:KONTIV 1976had approximately 105000 person survey days.

~Estimated total value = 100.
~Includes work and school trtps.
dlncludes trips for sbopp!ng snd personal husmess.

Partial “onresponse esttrnate.
‘Complete nonresponse esttmate.

Table 7. Mobility of mobiles-mandatory travel by principsl modal use.

Index of Cumulatwe Values for Mandatory

Travela, b

Response Nonmotonzed Individualized

Increment
Public

Total Modes’ Travel Modesd Transit

First fifth 99.4 104.1 97.6 100.0

Secondfifth 98.2 I00.0 97.6 92.3
Thirdfifth 97.6 100.0 97.6 96.2
Fourthflfthe 98.8 I00.0 98.8 100.0

Fifth flfthf 100.0 100.0 100.0 100.0

Note:KONTIV 1976hadapprox,m.tely105000person survey days.

~Ektimated total value = 100
~I”cl”des work and school trips.
d[ncludes wdlkmg, bicycle, and motorized bicycle.

Includes automobile driver, automobile passenger, moped, and motorbi k?.
~ Parttai nonrespo. sc esttmatt.

Complete nonresponse estimate

Table 8. Mobility of mobiles for social-recreational travel.

Index of Cumulative Values fot

Social-Recreational Travela

Responx Nonrnotor!zcd Indlvldualued Public

[ncrement rutd Modesb TravelMOCICS’ Trarlslt

l:lrstIlfth 1148 I 23.5 109.8 1000

Second tllttl 1086 111X 1049 100.0

Thirdfifth 102.5 1(- 1000 I 00.0

Fourth [~fthd I 000 I (1 100.0 1000

Fifth fifth” 1000 I ()() (J I 00.0 1000

long to the groups of late or nonrespondents.
The indicated effects could be eliminated or, as

is more common, enlarged due to the consideration of
combined measures. The combination of the measures

“trip purpose” and “predominantly used travel mode”
illustrates even more clearly the problems of low

response rates. For example, a rather good response
rate of 60 percent generates a gcmd result only for

mandatory trips by nonmotorized modes. For all
other modes the results are below average. The
situation is exactly opposite for social-recrea-
tional travel. For the identical response rate,
nonmotorized travel would be overrepresented, but
the use of other modes would have been represented
correctly (Table 8) . For shopping trips only, pub-
lic transit trips were captured correctly; however,

they play a rather insignificant role for that par-
ticular trip purpose. The other much-more-important

travel modes are substantially overrepresented for a

60 percent response rate (Table 9).

Sociodemographic Weighting

Prior to this nonresponse estimation, the results of

the KONTIV survey were subjected to a detailed
weighting process. First, an equal distribution of
weekdays was performed. This equalization was fol-
lowed by a reconstruction (replication) and correc-
tion of the selection procedures for the formations
of the sample in the context of a free estimation of

population values. Finally, the results were sub-

jected to sociodemographic weighting on the basis of
a cell plan with approximately 200 cells. These

weighting efforts were relatively intensive and in-

cluded all possibilities available on the basis of
secondary statistical material.

When the results of the weighting process are
compared with those obtained through the nonresponse
estimation, it becomes evident that the weighting

process does not lead uniformly in the same direc-

tion and that it results in substantial deviations

from the estimates of the actual values in some

cases.

Overall, the weiqhting procedure results in an

overestimate of total mobility by 1.6 percent. This

is a difference that looks relatively good compared
with other nonresponse investigations (Table 10) . A

nonuniform picture arises for the individual sea-

sons. In this instance it is particularly note-

worthy that sociodemographic weighting is least pre-
cise for the winter, when the nonresponse effects

are particularly strong. Substantial inaccuracies

are also observed for the travel mode and trip pur-
pose categories, where the unweighed results are
not changed consistently in the proper direction.

Therefore, a correction by means of socicdemographic
characteristics does not ensure that the characteris-

tics of the behavior under investigation are im-

proved sufficiently accurately.

CONCLUSIONS ABOUT THE METHODOLOGICAL ExPERIMENTS

These results produce generalizable insights about

the direction and the order of magnitude of biases
that result from the survey method chOsen. They

also illustrate an evaluation method on the basis of
which corresponding tests of the other empirical

surveys can be undertaken. Recognize, however, that

such a new noncesponse estimation reauires suffi-

ciently high response rates. In the application of

the trend-extrapolation method, this rate should not
lie below 70 percent if at all possible. Otherwise



Table 9. Mcrbiilt-yofmobilesforshoppingandpersonalbusinesstravel.

Index ~icdmul ItLvt’ Values for Shopptng

dnd Personal Businessa

Rc, pc]nsc Nonmotortzed Indlvldudhzed PubI],
[ncre:ncn[ Total Modesb Travel Modesc Transit

First fifth 121.4 I 20.0 125.0 128,6
Secund (I(th 111.7 109 I 120.0 1143
Th]rd fifth 105.8 103.6 112.5 100.0
Fourth fiflh’i 102.9 101.8 107,5 100.0
Filth fifth’ 1000 100,0 100.0 100.0

‘+,,te Krl NTIV 1976 had appm., malely 105000 person survey days.

~Fsttmated value = 100.
~lncludes walktng, hmycle, and motorized b!cycle.
~In.l. des ..tom. hde drwer. ..tomobde pmsenger, moped, and motorbike

1,.rt, d n.nrespo. seestnmate.
‘Complete no”resp<, r,se e5t~mate.

Table 10. Influenca of sociodemographic weighting on the measurement of

nonhome mobility.

f3r[~n.A VJlucs

soclO- NOn-
Strat]flc3- demographtc response
tlon Charactenstlc We!ghtlng Estlmatlon index

TUIJI ye~r

Spring

Summer

F~ll

Wlntcr

Tr~vel!ncxfe

Trippur-
purpose

Mobdl[y per person

Sham’ o! mohdm
Mohd]ty per mobdt

Share of mobdcs
lvfobd!ty per mobde

Share of mobiles

Mobd!ty per mobdc

Sh~rc of mohdes
Mobdlty per mobde

Share of mobdcs
Mohdlty per mobde

%onmotonzed

Indlvldual]zed

Pubhc transit
Other

Mandatory

Sochd-recreauunal
Shopptng and per-
sonalbusiness

2.62
?4 8
3.50
76,2
3.49
726
3.60
74 8
3,53
75,7
3.53

t.44
1.64
0.35
0.07

1.54
0.85
1.11

2.58
740
3.49
7s.4
3.52
74.I
3.s5
73.8
3.48
72.8
3.39

I38
L66
0,38
0.07

1.65
0.81
1.03

101.6

101 I

1003
101.1
99.2
98.0
10I4
101.4
101.4
104.0
1041

1044
98.8
92.1
1000

93.3
1049
107.8

Note: KONTIV 1q76 had .pproxtm.tety 10S000persons.n’eydays

Table 11. Influence of response rate on the measurement of nonhome

mobiliw.

Original Values for I Response Rate

of 33 Percent

SOcic- Non-

strJLlflca- demographlc response

tlon (’baracterlstlc Welghtmg Estimation Index

localyear

Spring

Summer

F.11

Wl!ltc!r

f_ravcl ]node

Irlp pur-
pmc

Mobdlty per person

Sll~re of mobiles

Mobdlty per mobde

Slldre of mobdes
Mui]lllty per mobde

Sll,rc of mobdes
,Mobdlty per mob!le

Sli,~rc u! !I)uhlles
Mc,l,lllty pcr mohllc

Sh:lre of mob!les
Mohdlty per IU0611C

SontnotorlLcd

lrld!vlduall~cd
I)ubhc transit
olber

hf:lnd~tory
S>clal-rccrcatlc>nat
Sh<]pp!ng and pcr-

w,ndl hu$]ncs?

2.82
76,7

3.68
77.9

366
72.7

3.75
77. ?

368
78.4

3.64

i so

1.74
0.37
0.07

I 63
088
I 17

2.58
74,0
3.49
7s,4
3.52
74.I
355
73.8
3.48
7?.8
339

1.38
166
0.38
0.07

I.bs
081
103

10’3.3

103.6
1054

103.3
104.0

9n.1

105.6
1046

105 7
1077
107.4

1087
104.8

97.4
100.0

98,8

10S.6
[1.76

N,,te KONTIV 1916 hdd ,,pl>r<!,tmately 105 000 person survey daYs

a uniform trend miqht not be detected and, as a con-
sequence, the final value will be estimated incor-

rectly.

In cases where a new nonresponse estimation can-

not or should not be performed, corresponding values
fcom the KONTIV survey are available. For a new
empirical survey that has a comparable time frame,
size of urban area, and response rate, corresponding
correction factors (with or without sociodemographic
weighting) can be computed and inserted. We have

already tested such a procedure successfully.

Significance of Nonresponse Effects in Mail-Back

Surveys

In the example presented earlier, the measurement

error due to incomplete participation by the sample
elements might appear comparatively small. To a

large degree this is due to the high response rate

of 72.4 percent achieved in the KONTIV survey.

Such high response rates will probably not he
achievable in the future due to tightened data pro-
tection problems” and due to the general Public
apathy (at least in Germany) toward the increasin9
number of poorly designed surveys. The measurement

error will therefore increase substantially for
lower response rates.

This problem can be illustrated by applying

sociodemographic weighting only to the first third
of the respondents and by comparing the results with
the population estimates. The 33 percent response

rate in Table 11 was selected because many travel
surveys do not exceed that rate.

Such a response rate, although somewhat normal in

general research practice, yet too low to produce

reliable results, leads, fOr examPle, tO an over-
estimation of the mobility of the average population

of almost 10 percent (Table 11). The determining

factors for this are the overrepresentation of the
“share of mobiles” (by about 4 percent) and of the
“mobility per mobile” (by a!=ut 5 percent). Ac-

cordingly, the mobility values by season, travel

mcde, and trip purpose are overrepresented with few
exceptions. LOW response rates in the absence Of

knowledge about effects induced by them constitute a

substantial source of error in surveys of nonhome
mobility.

On the other hand, more precise knowledge of the

nonrespnse effects in such surveys can also lead tO
substantial savings when such knowled9e iS imple-

mented. A precise calculation of the funds required
for such a survey indicates that the 10west surveY

cost per returned questionnaire is reached when twO.
follow-up reminders are used. By applying the cor-

rection factors presented earlier, the bias intro-

duced due to response losses can largely be compen-
sated for and a substantially more advantageous

cost-result (performance) ratio can be reached. The

table below, from the West Berlin survey of approxi-
mately 45 000 persons for the transportation de-

velopment plan, shOws the relation Of response ‘ate
and survey costs (~):

Reponse

Survey Method Rate (%)

Mail-back questionnaire 30

without follow-up
action

Mail-back questionnaire 60

with two reminder
notices

Mail-back questionnaire 77

with four reminders,

including one addi-

tional questionnaire

mailing

Index of

Cost/Usable
ReSPOnse

100.0

88.5

96.4
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Slgr.lflcance of Nonres ponse Effects in Interview
Surveys

The trend-extrapolation method for estimating biases

introduced due to nonrespondents by means of the re-
sponse speed is based on the notion that, in a mail-
back survey, a significant stimulus for participa-
tion (voluntarily, as a rule) lies in the object of
the investigation. This insight has been documented
through several research projects (~).

Interest in a survey on nonhome mobility is large
when such nonhome mobility is practiced to a large

degree, and it is small when such mobility is small
or nonexistent. For this reason, it is only natural

that, in a mail-back survey of nonhome mobility,

many mobile people respond relatively faster and in

larger numbers than do the immobile ones. This re-

lationship holds only for this particular survey

method, as we have stressed repeatedly.
The main reason for participation in an interview

survey, on the other hand, is that the target person
is reachable at home and can be convinced by the in-
terviewer to participate. For relatively well-
trained interviewers, the accessibility factor
(meeting the interviewee) is the more important one
here. Less-mobile people can be contacted more
easily, and people who have a wide range of nonhome
mobility are a definite problem group for interview

surveys. They are hard to reach and often very
busy--which means that they are potential interview

refusers. For this reason, the nonresponse effect

acts in precisely the opposite direction from that

observed in mail-back surveys, where the respondents
tend to provide too low a representation of their

actual mobility.
These interrelationships were illustrated in a

methodological experiment performed by Moolman (~).
In the course of an interview survey shout nonhome
mobility the selected households were contacted un-
til an interview actually was conducted. A response

rate of 98.5 percent was attained by this method.
When the respondents are stratified according to re-

sponse speed into those who respond at the first,

the second, or only at the third contact effort, it

becomes evident that the mobility per person is sub-
stantially higher for the nonrespondents (~):

Index for Number of Trips

per Person
Response Speed ReSFXJndents Nonrespo ndents
After one contact 100.0 127.5

attempt
After two contact 100.0 109.8

attempts
After three contact 100.0 109.6

attempts

From that observation, we can conclude that, even
with very good response rates (after three or four
contact efforts), the observed mobility per person
is 4-5 percent too low in interview surveys due to

the nonresponse effect alone.
A further stratification of the unreported trips

also shows that the largest underrepresentation oc-
curs for the non-home-based trips (i.e. , People whO

follow complicated trip chains are more likely to be

nonrespondents) . Expressed differently, we can

state : Aside from those people who have little or
no mobility, those people who have simple aCtlV1tY
patterns are the primary respondents, and these are
the groups that are relatively difficult to reach
through mail-back surveys.

These substantial differences of nonresponse ef-
fect by survey method do not only belong to the ab-
solutely necessary prerequisite basic knowledge in
the area of nonrespcnse estimation, but they are

also impressive proof of the fact that each survey

method produces its own specific types of measure-
ment errors. Therefore, discussion and comparison

of empirical measurement results is practically not

possible without knowledge of the survey method em-

ployed.
This also implies that identical numerical re-

sults that were achieved with different survey de-
signs do not necessarily mean that the corresponding
phenomena are represented identically. If, for ex-
ample, in country X the mobility per inhabitant ob-

served by means of an interview survey (with two

contact efforts) is quantitatively identical to that
obtained by means of a mail-back questionnaire (with
a 30 percent response rate) in country Y, this im-
plies that, on the basis of different nonresponse
effects alone, without consideration of numerous
other influencing factors, the mobility in country Y

has to be set at 15 percent below that in country
x. This insight could, for example, throw a dif-

ferent light on the recent discussion of interna-
tional comparisons of non-home-activity time budgets.

APPLICATION ‘IO INTERCITY PASSENGER TRAVEL

After an evaluation method, such as the one postu-

lated in the first section of this paper, has been
developed and tested successfully, it can be applied

in general to other similar problem contexts. For

the case of the problem of nonresponse, this means

that in measurements of nonhome mobility we can
typically expect that, on the basis of nonresponse
effects, the mobility indices will be too high for
mail-back questionnaires and too low for interview

surveys. (Other influential factors exit, but they

are not considered in this paper.) For an estimate

of this nonresponse effect, the method of trend ex-
trapolation on the basis of response speed presents

itself. A distinction has to be made between mo-

biles and immobiles, and stratification according to
trip purposd and travel mode are advisable.

Fquipped with this knowledge and experience we

can attempt to determine the biases in surveys of

intercity travel generation caused by nonresponses.

For this purpose, two continuous surveys are aV.3l1-

able that measure annual intercity vacatiOn travel
in the Federal Republic of Germany. One survey was

performed by the Federal Statistics Office (Statis-

tisches Bundesamt) in the context of the Micro-

census. The second one was a privately conducted

travel analysis (8). The two surveys are not

exactly comparable ~ith respect to the samples used,
but both have been criticized for alleged underesti-

mation of vacation travel volume.
The mere knowledge of the direction of valid non-

response effects already indicates one possible

cause for deviations of the estimates from reality.

However, in this case at least two other significant
influences have to be recognized in addition to the
nonresponse effect that must result in the under-

estimation of travel, given that the interview sur-
vey technique was applied. Respondents are asked to

report vacation trips performed during the preceding
12 months. Memory gaps are known to show in this

retroactive techniaue. These gaps have proved to be

greatest for interview surveys, largely due to She

required instant recall. The mail-back method gives

the respondent more time to recall past travel. In
add ition, the interview method typically requires

that a household member also report the behavior of

other members, which again will lead to underreport-
ing of trips.

These three influences suggest that it is advis-
able to survey intercity travel behavior by means Of
the mail-hack questionnaire technique. We need to

be aware that, initially, the travel ‘~@lI1mewill he
over represented. It will have to be scaled down
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Table 12, Vacation travel behavior.

Index 0! Cumulatlves Values

.AvcrlgeNo.0! Shareof .AverageNo,of
Response Vacat]on Tr}ps People with Vacat]on Trips per
Increment per Person VacationTrips VacationTraveler

Firstfifth 132.0 118.9 111.5
Second fifth 1165 I10.2 105.s
Thud fifth 108.2 104.9 103.0
Fourthf[fth 103.1 102.0 101.2
Fifthfifth I00.0 100.0 100.0

Note Index of esr, mated tot.?] travel = 100.

Table 13. Modal choicaforvacationtravel.

[ndexof Cumulative Values for Prmclpally Used

Travel Mode

Responw lncrcment .Automoh]lc Tram Airplane Other

First fifth 112.7 116.7 105.0 100.0
Second fifth 105.5 112.5 100.0 1000
Third fifth 102.7 108.3 1000 100.0
Fourth fltth I 00.9 104.2 100.0 100.0
Fifth fifth 1000 100.0 I 00.0 1000

Note Index ufest!m. ted t.ml travel = 100

Table14./ntercirytrarelbehavior.

Index of Cumulative Values for Share of People

Who D!(I Who Made Who Made
NOI Make Who Had Other f%lVate VacatrOn and

Response Interclty Vircat]on Interclty OtherPrivate
[ncremeit Trips Travel Only Trips Only lnterc]ty Trips

Firstfifth 64.4 Ioo.o 108.6 150.9
Second fifth 80.1 99.7 107.4 128.0

Third fifth 89.7 99.2 106.2 114.7
Fourth fifth 95.8 99,7 102.5 106.0
Fifth fifth I 00.0 100.0 100.0 100.0

Index’ 94.9 97.3 109.9 108.3

,Note. Eiorna ted total value of index of soc, odemographically wwghted values = 100.

“Kesponse rate was 67 percent.

(corrected) in the course of a nonresponse analy-

sis. This method was applied in a large survey Of
intercity travel behavior in the Federal Republic of

Germany (~).
When we look, for example, at the number of vaca-

tion trips per person by response segments (fifths),
the familiar nonresponse influence is very pro-

nounced, especially among early respondents to a

1979 intercity travel survey of approximately 60 000

people (Table 12). This effect is mainly due to the
fact that people who have not made vacation triP.S

apparently can only be enticed very late, if at all,
to respond to the survey. Among the people who have
made vacation trips, those people who made more than
one vacation trip are more likely to respond.

A stratification, from the same survey, of vaca-
tion trips by primary mode of travel shows that the

nonresponse effect varies by mode. Particularly

overreported are train trips in the case of low re-
sponse rates. Automobile trips develop largely

analogous to the total distribution, due to their

dominant share of all vacation trips (7O percent)

(Table 13).
The nonresponse effect is even more significant

in the stratification according to trip purposes.

In this case, observe how late respondents answer a

mail-back questionnaire if they did not undertake
any intercity trips (Table 14). Equally obvious is
that people who have a particularly high intensity
of intercity travel respond to this type of survey.
The share of people who engage in private intercit-y

trips other than for vacation purposes develops in a

relatively moderate fashion. People whose intercity
travel consists of their annual vacation trip are

represented equally (i.e., largely correctly) in all

response increments.
Therefore, the special problem groups with re-

spect to the nonresponse influence in measuring
vacation travel are again composed of those people
who do not, or who rarely, undertake the activity
under investigation. In light of the present level
of understanding, these groups are overestimated in
mail-back surveys and underestimated in interview
surveys, which results in too high a volume for
mail-back responses and too low a volume for inter-

view surveys. Again, sociodemographic correction
can only provide limited compensation for these de-
viations.

Although in this mail-back survey this effect was
compensated for by appropriate nonresponse factors,
such corrections were absent in the other two inter-
city travel surveys mentioned earlier. As a con-
sequence of this uneven treatment, the results for
the three surveys are substantially different. A
comparison of our results with those of the travel
analysis conducted during the same year (~) shows
that the share of people who made vacation trips
(travel intensity) was underestimated by 4-s percent

and the number of trips per vacation traveler (trip
frequency) by more than 20 percent. This underesti-
mation is not only due to the nonresponse factor but

is also a consequence of the distortions that result
from memory gaps and from reporting by a household

member about activities of other members. The lat-
ter sources of errors could have been controlled in

a systematic analysis of response behavior. In any

event, the documents currently in use concerning
intercity vacation travel in the Federal Republic of

Germany understate that travel category by about 25
percent. A substantial part of this underestimation

can be tied directly to the fact that nonresponse
effects were not taken into account.

s 0MMAR%

This paper reports on an ongoing investigation into

the effects of nonres~nse on the accuracy of empir-
ical survey results. A number of examples were pre-

sented to show the types and magnitude of distor-
tions that result from ignorinq non response

effects. The different impacts of stratification by

season, mode, and trip purposes were demonstrated.
Also, the varying results generated by the mail-back
versus interview method were analyzed.

Given the limited experience with nonresponse ef-
fects, a useful procedure was developed and pre-

sented by means of which the relevant influences can

be reestimated and corrected for each survey. Aside

from these methodological experiments, applications
of their results to the study of intercity passenger

travel behavior were shown.
The paper concludes that fundamental methodologi-

cal survey research must be designed so that qen-
eralizable results can be obtained. Through system-

atic research into the distortions caused by

nonresponse, at least the direction of the bias in

relation to the chosen survey method can be deter-
mined, and additional correction factors for the

elimination of this bias can be generated. SOciO-

demographic weighting is shown not to be a satis-

factory remedy for the effects of nonresponse.
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Validity Problems in Empirical Analyses of

Non-Home-Activity Patterns

ARNIMH.MEYBURG ANDWERNERBROG

Validitf problems of empirical data have been naglected to a large extent in

the transportation planning field. This papar illustrates the impact that choice

of survey method has on tha validity of the data. It showe that the recorded

data depend directly on the method selectad for obtaining them. An uncritical

application of survey methods is not justifiable and, in fact, can lead to incor-

ract survey results. Basic research in the area of empirical survey mathods ia

long ovardue. An international exchange of experiences in this regard is con-

sidered most beneficial, as illustrated by this paper. The exchange of informa-

tion and insi ghta is often hampered because the survay mathods used for

specific investigations tend to bs inadequately documented. This deficiency

makes subsequent assessment of data validity very difficult, if not impossible.

Furthermore, tha use of such data without consideration of tha underlying

survey method is dangerous. The psper cites axamples whare the reeults of

analyses can be manipulated by means of different survay methods, Greater

efforts should be mada to integrate data collation with the rasaarch effort

per-formed on the basis of these data.

Many transportation planners, engineers, and mdel-
ers have, for all too long, ignored the rwalltY of
the basic input to their research efforts, namely
the data. Since much of this research is of an em-
pirical nature, the data are obtained through emeir-
ical surveys. This paper is intended to add to the

efforts concerned with survey methodology for empir-
ical analyses of travel activities. It presents a

number of examples that show how the survey method
and design can influence the results of an investi-
gation.

We recognize that only a limited set of examples
can be shown in the context of a paper of this na-
ture. Further, the basis of comparison is yet an-
other survey, albeit one that is generally recog-
nized as representative of the state of the art in

survey methodology [e.g., the national travel survey
(KONTIV) (~)]. We need to accept the quality of

that survey and the validity of its results in order

to believe in the results of the research presented
in this paper.

Even if the argument is made that the different

survey results obtained through two surveys do not
prove the correctness (or lack thereof) of one or

the other survey results, the disturbing fact re-
mains that different results about mobility were ob-

tained when the study objectives were identical and
only the survey method differed. This result alone
is worth keeping in mind.. The transportation plan-

ner or modeler is well advised to pay careful atten-
tion to the procedure used to generate the inPuts
that are used in any modeling effort or in the gen-

eration of simple mobility statistics. The valid-

ity (correctness) of the data will also determine

the validity of any model or statistical results,

which in turn might be used as the basis for policy

and investment decisions.

VALIDITY VERSUS REPRESENTATIVENESS

The paper concentrates on the validity aspects of

survey results because problems of validity Of em-
pirical data have been neglected to a lar9e extent

in the transportation planning field. The issue of

validity of survey data transcends that of represen-
nativeness. Representativeness addresses the ques-

tion of whether we have enough data points for each

of our strata or cells. The concept of validity is

aimed at questions of whether the data Obtained are
valid (correct or relevant) or whether they are an

accident ascribable to a particular met~ of data
collection. We attempt to show in this paper that

empirical results based on survey data tYPicallY

contain substantial errors that result in severe

misrepresentation of reality.
The error sources addressed in this research lie

exclusively in the survey method and design employed
to generate these data. A fair assessment of pres-
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ent survey and research practice in transportation

probably is that these distortions of reality go
largely undetected. This is in part due to the re-

searcher’s unawareness of any problems of b,ias in
the data and to a great extent to the preoccupation
with the modeling and analysis phase of the typical
research undertaking. Since data collection is such
a tedious and costly element of any empirical re-
search effort, it is somewhat understandable, yet
not justifiable, that some researchers are unwilling

to look back when a data base has been generated
that can be analyzed. Any additional effort that
questions the validity of the information seems to
detract from the real research work and progress.

VALIDITY PROBLEMS OF EMPIRICAL SURVEY RESULTS

The following sections contain a number of examples
of the impact of survey technique and survey instru-
ment on the validity of the results of studies of
travel behavior, irrespective of the quality and
structure of any models used in the analysis phase.
The items illustrated here do not represent an ex-

haustive set of influence factors, but they are in-
tended to provide an array sufficiently broad enough

to show the severity of the problem. The issue of
nonresponse, which is certainly an element of valid-
ity problems, is not dealt with in detail in this

paper because it is discussed extensively elsewhere

(~) and in our other paper in this Record.

Use of Perceived Versus Actual Values

Investigation of travel distances on the basis of

information from survey respondents is very diffi-
cult, due to the difference between actual and per-
ceived values. A Dutch study (~) shows an overall
overestimate of approximately 10 percent based on

perceived (reported) distances [Table 1 (~)1. Of
course, these results also vary by mode (ranging
from 0.8 percent for transit to 15.7 percent for

moped) and with the actual distance traveled. Obvi-
ously, the use of perceived distances as input to

other investigations, such as determination of

travel speed, produces an error at the input stage.
The problem becomes even more pronounced if airline

distances are used.
In a separate investigation in West Germany that

dealt with the effects of using reported rather than
actual (measured) values [a study performed to de-
termine price elasticities for travel by transit

(~)1, similar discrepancies were detected. For re-

ported distances by the mode actually used, a close
match between the Dutch and the German results can
be observed for automobile (+1O.7 percent versus

+10.2 percent) ; however, the difference is more sig-
nificant for public transit (+0.8 percent versus

+4.5 percent) . Of course, keep in mind that in the

latter study only estimates by users of the mode

under consideration were employed [Table 2 (1)1.
A comparison of reported and actual travel times

by automobile and transit shows significant overes-
timates [Table 3 (~)]. This is particularly true

for automobile drivers in the judging of travel

times by transit--6l percent overestimated transit
travel time by more than 20 Percent. Even transit

riders overestimated their travel times on the aver-
age by 10.4 percent (Table 3).

‘The picture is much less dramatic for estimates

Of travel time by automobile, where drivers overes-

timate their times by 8.4 percent and transit riders
judge automobile travel time on the average to be

4.0 percent more than the actual values (Table 3).
When evaluating this informatiofi, keep the stratifi-
cation of misestimates by percentage (provided in

the table) in mind because the averages tend to veil

a number of interesting details. For example, the
largest percentage misestimate (28 percent) of auto-
mobile travel time lies in the 21 percent-plus stra-
tum of transit riders.

For travel cost by automobile and transit [Table
4 (~)] we observed the well-known phenomenon that
automobile travel costs tend to be underestimated by
both automobile users and nonusers. The absolute
misestimation is most pronounced for automobile
drivers (62.4 percent) and the largest underestima-
tion is in the 21 percent-plus stratum (57 per-
cent) . Naturally, transit riders report their tran-

sit fare accurately because the out-of-pocket costs
for that mode are obvious and easy to recall.

Influence of Elapsed Time on Repo rted Trip Volume

Another serious influence on the results of mobility

Table 1. Difference between reported and actual travel distance.

Total Distance (km)
No.of Difference

Travel Mode Trips Reported Measured (~)

Car 1342 12352 II 162 10.7
Truck or 40 860 814 5.6

delivery van
Moped I 00 464 401 15,7
Bicycle 843 IS83 1467 7.9
Walk I004 626 594 5,3
Public transit 104 735 729 0.8

Table 2. Reported travel distance by mode ueed for all trip PU rposae.

Automobde
Driver Transit Rider

(n= 930) (n= 2327)

Estunate (%) (%)

Overestimation
By 21 percent and more 22 17

Bv 11-20Dercent 8 13

B; 1-10 p;rcent
Total

g
36

Correct 42 28
Underestimation

By 1-10 percent 7 7
By 11-20 percent 12 18
By 21percentandmore J
Total 25

_lJ
36

Average misestimation +10.2 +4.5
Absolute misestimation 118,51 118.21

Table 3. Reportsd travel time for all trip purpose%

Perceived Travel Time Perceived TravelTime
by Transit(%) by Automobile(%)

Automw Autom*
bile Transit bile Transit

Driver Rider Driver Rider

I%t]mate (n = 400) (n = 2380) (n= 891) (n= 1306)

Overestimation
By 21 percent and more 61 27 28 20
By I 1-20percent 10 16 11 11

By 1-10 percent J + 7 >

Total 76 46 33

Correct 9 9 7 14

Underestimation
By 1-10 percent 3 14 10 9

By 11-20 percent 4 9 22 16

By 21 percent and more 8 ~ -lJ ~

Total m 32 47 53

Average m:sest]mation +28.9 +10.4 +8.4 +4.0

Absolute misestimation 136.5! [20,61 125,8! 131.2!
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Table 4. Reported travel cost for all trip purposes. this method, it also represents a certain level of

efficiency in sampling. The standard virtue of this
survey technique is that a more or less consistent

set of sample elements is available.
Unfortunately, a number of disadvantages are also

associated with panel surveys, aside from the prob-

lem of setting up a willing set of respondents. As

is illustrated in Table 6 (~), which represents the
results of travel activity and trip frequency ~e-
ports for a three-year panel survey performed in
Munich, West Germany, substantial decreases in re-
ported mobility can be observed over the three-year
reporting period. This apparent decrease in overall
activity and trip frequency represents a special
hidden form of nonresponse influence. The respon-
dents who are basically willing to participate in
the panel survey, more and more frequently return
their second- and third-stage questionnaire with the

remark that they did not partake in any out-of-home
activities during the survey day. Consequently, the
share of immobiles (i.e., respondents who claim not
to have performed any trips at all) increased by 6
percent from year to year, or more generally from
phase to phase, and the average trip frequency of
the mobiles (i.e., those who report out-of-home ac-
tivities) remained relatively stable. Due to the
fact that survey panels tend to measure artifacts of
the methods rather than results, survey researchers
are becoming more hesitant to use panels.

Perceived Tr?vel Cost Percewed Travel Cost
by Automobde (%) by Transit (%)

Automo- Automo-
hdc Transit bde Transit
Drwer Rider Driver Rider

Estimate (n =870) (n= 841) (n= 331) (n =2397)

Overcstlmatlon
By 21 percent and more
By 1I-20percent
By I-10percent
Total

Correct
L’nderest]m.irion

By I-10 percent

By I 1-20 percent
By 21 percent ~nd lmore
T,,[al

.Avcragc ml,cstlm~tion
Abmlutc nllsest)matlon

7 21 I
Is 1
I +

37

5 22 38 93

5
7

.>2
69

-31
162,41

4

4
2

18 0

-25.4
139,71

Table 5. Influence of elapsed time on reported trip volume.

Travel Mode

AutOm*
LIJpscd Tln]e Before Suwey Total bde Trmn Au Other

Comparison of Oral Versus Written Respo riseslnterc!ty Vacat]ou “rnps During I Year

Recent methodological research into survey methods

has established that mail-back and interview surveys

will produce different results for the identical re-

ported phenomenon (~, and Brog and Meyburg in this
Record) . Underreporting and poor reporting tend to
be the rule for oral reswnses. Table 7 illustrates

the substantially different level of accuracy for
length of time of travel generated by the two survey
techniques. The average deviation from the correct

(objective) travel time is -11 percent and +36 per-
cent for automobile and transit, respectively, when
an oral survey is used; however, deviations Of OnlY
+3 percent and +12 percent are registered for

written surveys.
How fundamentally oral interviews influence the

result of the survey can also be seen in the parame-

ter of “number of activities listed.” For this pur-

pose, diaries were kept for a week in two random

samples. The first group, after receiving adequate
instructions, filled out each day’s activities by
themselves. In the second group, the persons were
orally questioned on the first day, and then filled

out days two through seven by themselves. The sur-

veys differed from each other onlY in this Proce-
dural method on the first day (i.e., case 1 =

written survey, case 2 = oral and written surveY) .

If the number of listed activities in the first case
is set equal to 100, we get the results shown ‘n

column 2 of the table below (~).

First quarter, travel dlrectlv 100.0 100.0 100.0 100.0 100.0
betoresurvey

Second quarter, 3-6 months 100.0 96,8 100.0 100.0 100,0
Third quarter. 6.9 months 95.7 90.3 I 00.0 100.0 1000
Fourth quarter, 9-12 months 87.0 83.9 85.7 100,0 Ioo. o

OtherPersonallnterclty“rrlpsDuring3 Months

1 month 100.0 100.0 100.0 100.0 100.0
2 months 92.1 91.2 100.0 100,0 100.0
3 months 80.3 794 100.0 50.0 100.0

studies can be traced to memory lapses that obvi-

ously increase with the length of time for which

travel activities are to be reported by the respon-
dent. An example from the investigation of inter-

city vacation and personal travel is selected to il-

lustrate this point [Table 5 (~)1. For intercity

vacation trips the recollection of trips decreases

by up to 14.3 percent for train travel and 18.1 per-
cent for automobile travel undertaken more than nine

months prior to the reporting date. The average un-

derestimate of travel by all modes is 4.3 percent
after a six-month and 13.0 percent after a nine-
month time lapse. Also note that the more sir3nifi-

cant underreporting occurs for the more common

modes, namely automobile and train, and air and

other constitute more memorable (less frequent and

costlier) events and result in accurate reports of

vacation trip making.
In general, the reporting of other personal trips

is even less reliable than that of vacation trips.
After only three months, 19.7 Percent Of all triPs
are lost due to memory lapses, with the automobile

and air modes being the main factors. One impli-

cation seems to be that vacation trips are more mem-
orable and, therefore, more easily recollected.

Index of Activities

Case 1 Case 2

~ (n = 1162) (n = 882)
One 100 85

‘ho 100 99
Three-seven 100 100

Although the answers on days two throu9h Seven are

comparable, oral interviewing lowers the result no-

ticeably. Responsible are the following factors:
Panel Effects on Reeo rted Mobility

Data obtained through the use of a survey panel gen-
erally are considered to be a reliable source of in-

formation input for research studies. Aside from

the fact that time-series data can be obtained by

1. Unconscious mistakes on the part of the in-

terviewees, who are forced to completely remember

something within a short period of time;



TranspocEac~on Research Reccrd 807 49

Table 6. Panel effects on reported mobility.

Spring1977 Spring1978 Spring1979

rotal Clly Regton Total City Region Total City Region
Item (n= 1938) (n= 1152) (n = 786) (n= 1938) (n= 1152) (n =786) (n= 1938) (n=l 152) (n = 786)

Travel actwlty

Dld not leJve home

on SUIVCY day (%)

Left home on survey

day (’k)

Tnp frequency
NO trips(’z)
One tnpl’?)
rwO tnp5(:)
Three [Ilps (”?)
Four trips (%)

Five tnps(”c)

Six trips (’1)

Seven OrmOretrlps
(%)

:Av?rage Emuhll!ty
.Average trips per

person fOrull survey
days

Average trips per per-
son forsuw’ey days
that hld trips

10

99

14

86

18

82

15

85

21

79

21

79

31

6988

12
0

4?

8

20
7

8
3

25
1

34

7

18
5

b
4

10
0

40

10

22

8
8
3

14 18 15
1

38

8
21

7

7
.

21
1

40

5
19

5

6
3

31

4;

5
18

5

39
7

30

5

lb
5
7

6
78

3 4

2.91 2.70 2 78 ?.58 2.s0 2.57 2.383 02

3.36

2.74

3,29 3.18 3.27 328 3.26 3.35 3.27 3.47

X.t. Percmt.ge5 (mav nut lC,I.I100 J., 1,,rc,ur)hng.

Table7. Deviations of oral and

written responses with respect Length of Travel

to length of travel.
oral survey Written Survey

Public Publlc
Automohde TransportatlOn Automobile Transportation

Lstlmate (n= 800) (n= 520) (n= 1100) (n =538)

Correct, wlthmthe permissible llmita(’~l 72 79 93 88
Wrong, not w]thln the permlsslblehmlt’ (’4) 28 21 7 12

Averdge devmtlonh 89 136 103 112

‘I>ermmtbielirmtis k25 percent. bCorrect (ob,ective) ttme = tOO

That survey instrument has the following charac-

teristics: The beginning of the survey form cOn-

tains a filled-in example that leaves the respondent

unsure as to whether return trips are to be re-
ported. Also, the trip sequence in the example does

not fit chronologically. Another problem is that
the form has to be flipped over after the third

trip. As a result of these problems, the survey

shows many more survey days with an uneven number of

trips, as can be seen in the table below (~,~).

No. of Trips KONTIV Survey Days EMNID Survey Days

Reported (%) (n = 13 710) (%) (n = 6411)

One 2 17

TWO 52 47

Three 8 16

Four 23 14

Five 5 3

Six 6 2

Seven and

more 4 1

In the EMNID survey the number Of days when fOur Or
more trips were taken is 18 percent smaller than in
the KONTIV results (largely due to turnin9 the

page) . The total mobility is reported to be 23 per-
cent lower (2.52 versus 3.10 triPs/PersOn On the

survey day) and this may be due largely to poor de-

sign of the survey instrument.

Substantial research on the effects of different
survey instrument layOuts and survey administratiOn
has been performed at the Soclaldata Institute for

2. Conscious mistakes on the part of the in-

terviewees, who are unwilling to give a stranger
certain information; or

3. Influence of the interviewer, who attemPts to
complete the interview as quickly as possible.

The diary filled out in the presence of an inter-

viewer measures 1S percent fewer trips than the One

completed with more leisure by the interviewee

alone. We may conclude that interview surveys will

produce substantially reduced mobility levels due to

survey characteristics alone. To that element other

factors have to be added, such as nonresponse influ-

ences (see our other paper in this Record).

Influence of Survey Instrument Layout

on Repo rted Mobility

The KONTIV travel survey (~) conducted in the Fed-

eral Republic of Germany is r3enerallY considered an
excellent example of the application Of state-Of-
the-art survey design, implementation, and in~tru-
ment layout. Therefore, a number of comparisons

have been performed to test Other results a9ainst
those generated by KONTIv. The comparison of the

KONTIV results with another survey of the travel be-
havior of senior citizens in Germany showed some in-
teresting differences with resPect tO the mObilitY
characteristics of that segment of the population.

These differences could be traced to the somewhat

inferior design of the survey instrument of the

second survey.
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Empirical Social Science Research in Munich. A Vo-
luminous paper would be required to detail all re-

search findings on these topics. The pitfalls a
survey designer might encounter range from the ob-
vious and trivial to the very subtle. The simple
example of column versus row arrangement of the sur-
vey instrument illustrates how lack of methodologi-

cal insight can lead to incorrect results. The

KoNTIV survey (1) and a comparative experimental
study by Socialdata showed that a mobility differ-

ence per household of 9 percent was observed when a
column arrangement was used in conjunction with
simple check-off response possibilities. Also, the
response rate proved to be 12 percent larger with
the column layout.

CONCLUSIONS

We have presented selected results of past and ongo-

ing research in the area of empirical survey meth-
ods . It is hoped that this paper can make a contri-
bution to an increased level of awareness and
knowledge of the dangers of uncritical use of data

in travel behavior research.

This paper indicates that methodological experi-
ments are necessary to improve the generated base
information. Use of perceived versus actual values,
influence of elapsed time, panel effects, nOnre-
sponse, oral versus written responses, and survey
instrument layout have been shown to severely affect
the validity of the survey data. The se error
sources can severely undermine the relevance and
validity of any models and modeling results based on
invalid data. One should keep in mind, though, that

these factors constitute only a subset of factors

that can influence survey and, therefore, modeling
results.

It is quite common in our research community to

use data collected for other than our own purposes
or collected by some other organization that pro-

vides insufficient or no knowledge as to the survey
method, design, administration, or questionnaire

layout characteristics that were employed in the

generation of the data set. In short, frequently

the analyst or modeler is completely removed from
the data source.

Clearly, given the various influencing factors on
the validity of survey data, this fact Pr~uces sOme

doubts as to the validity of many modeling results.
In the course of preparing this paper, we en-

countered substantial evidence of a certain amount

of obliviousness by some researchers as to how the

data they used were generated. This problem becomes

particularly serious when data of unknown or ques-

tionable validity are used in modeling efforts that
result in claims of providing new insights into

travel behavior. In our opinion, there is substan-

tial reason to question the validity of these

claims. It is quite evident that research results

can be subject to manipulation by means Of choice

and execution of a survey procedure. For example,

the results of ignoring the influence Of nonresponse

were illustrated by us for a number of cases (~, and
in our other paper in this Record). We might also
point out that sometimes one encounters a certain
level of puzzlement and bemusement when one tries to
get the researcher to detail the methods used to ob-
tain the data that form the fundamental source of
claims to new research insights. It is more than
careless to conduct surveys without proper documen-

tation of all details of the data collection method
used or to use data without knowledge about the

source and the survey method.
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Transit Trip Distribution Model for Multimodal

Subarea Focusing

STEPHEN M. HOWE, YEHUDA GUR, AND DAVID L. KURTH

This paper describss the development of a model for distritition of transit per.

son trips, separately from automobile trips, as an integral component of a multi-

modal subarea focusing methodology. The extension of subarea focusing to

multi modal transportation planning is reviewed. The components of the mul-

ti modal transportation analysis process, particular y the interaction between

disaggregate mode choice estimation and m~e-specific trip distrihtiOn, are

then described. Transit trip distribution model theory and design are then pre-

sented, featuring tfse simultaneous distribution of distinct transit trip classes.

An analysis of observed travel patterns supports hypothesized differences ba-

twsen segmsnts of the trevel market. Calibration results show a high degree of

accuracy in estimated trip patterns and subsequent trensit assignment and,

therefore, point to greater precision in assessing the effectr of transit-oriented

actions.

In the past five years the North Central Texas Coun-
cil of Governments (NCTCOG) has invested heavily in
the development of a refined travel forecasting
methodology, designed specifically for detailed sub-

regional planning. The methodology is designed to
answer many of the planning needs that arise from
increased emphasis on (a) transportation system man-
agement strategies for more efficient short-term use

of existing facilities, (b) transportation control
measures for improvement of air quality, and (c)
analysis of alternative major transit investments at
the subregional or corridor level. To integrate the

various evaluation and decision-making processes in-
to one consistent, efficient work effort, NC1’COG
relies heavily on macrosimulation models analogous
to the Urban Transportation Planning System (UTPS).

The NCTCOG methodology was first implemented in
the form of the thoroughfare analysis process (TAP),
which was designed for highway planning at the sub-

regional level (l-4). The extension of—— subarea
focusing to multimodal analysis was undertaken in
response to Urban Mass Transportation Administration

(UMTA) guidelines of 1976, which require rigorous
analysis of alternatives in support of proposed ma-

jor transit investments. A fully operational fea-

ture of the new Multimcxfal Transportation Analysis

Process (MTAP) is the focusing of transit networks.
The design of MTAP and the calibration and valida-
tion of the models for the evaluation of proposed
transitway technologies and alignment along Dallas’
North Central Expressway are documented in a forth-
coming report (~).

t.fl’AP

The transit trip-distribution model described in
this paper could be presented as a stand-alone de-

velopment effort. In reality, however, this work

was an integral part of the overall MTAP development
effort. This section provides a brief overview,
with particular attention to the challenges posed by
subarea focusing and the rationale behind the model

structure ultimately adopted.
MTAP features that pertain specifically to tran-

sit analysis include the following:

1. Incorporation of the UTPS program INET to use
TAP’s detailed highway networks in construction of
compatible transit networks;

2. Computerized construction of transit approach
links;

3. Specification of transit access and egress

51

impedances in the form of frequency distributions,
rather than zonal averages, to permit explicit
treatment of intrazonal variation:

4. Preparation of stripped transit skim trees,

to reflect line-haul impedances only (i.e., those
impedance components that have little or no intra-
zonal variation) ;

5. Specification of trip maker characteristics

in the form of frequency distributions, again to
permit sampling of intrazonal variation;

6. Disaggregate mode choice estimation, driven
by Monte Carlo sampling and weighting of individual
trips; and

7. Distribution of transit person trips, sepa-
rately from automobile vehicle trips, and explicit

treatment of distinct transit trip classes.

w

The overall MTAP design is schematically

in Figure 1. The zonal and network master

structured hierarchically. The zonal

presented
files are

hierarchy
ranges from 40 jurisdictions at the coarsest level
to 5000 traffic analysis zones at the finest level.

The hierarchical structuring of the highway network
data is analogous to that for zones--level 1 links
provide connectivity for jurisdictions, the addition
of the level 2 network provides connectivity for the
second coarsest zone level, and so on. The struc-
turing of the transit line data base is somewhat
simpler and serves mainly to identify those lines
likely to be accessed by automobile.

Subarea focusing is then performed to extract

subfiles tailored specifically to the analysis.
Full detail is preserved within the area of

interest, and progressively less detail is given

away from the area of interest. Approach links are

automatically constructed after zonal and network

subfiles have been extracted from the master file.
The network analysis phase follows, in which the

following functions are performed:

1. Highway and transit network tree building and

skimming,
2. Preparation of stripped (line-haul) transit

skim trees, and

3. Calculation of zonal frequency distributions

for transit access-egress impedances.

Certain criteria are used in the creation of the
stripped skim trees to remove network impedances

that are expected to have large intrazonal variation

(e.g., access-egress by walk or by short feeder-bus
legs) . The intrazonal variability is explicitly

dealt with later, by Monte Carlo sampling from the
access-egress frequency distributions.

In the demand analysis phase, MTAP departs from

the conventional modeling sequence in that mode

split precedes trip distribution and is performed at

the zonal (trip end) rather than the zone-pa ir

(trip-interchange) level. The mode split thus pro-

vides ‘trip ends stratified by mode. Automobile

vehicle trips and transit Person tri!x are subse-

quently distributed separately, each based on their
, ~SpeCti”e networks. Finally, vehicle and transit

rip tables are assigned to their respective net-
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Figure 1. MTAP des!gn
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works and evaluation of the results takes place.

Principles

MTAP aids in the analysis of problems when estimates

of highway link volumes and transit line boardings
are needed for evaluation. Mode-specific assign-

ments and, hence, mode-specific trip tables are

necessary to address such problems. Further, MTAP

is designed for detailed but cost-effective analyses

at the subregional or corridor level. Thus , the

challenge has been to find a model structure for
producing mode-specific trip tables that is robust

enough to withstand drastic variation in zone struc-
ture without necessitating extensive calibration or
adjustment for each subarea. Finally, a time ele-

ment was introduced by the need to meet the schedule
for upcoming alternatives analyses. Thus proven
methodologies were used as much as possible.

The conventional modeling sequence (i.e., multi-
modal person trip distribution followed by inter-

change-level mode split) was considered with

skepticism. Aggregate m~els for multimodal trip

distribution abound but are more complex than mode-

specific distribution (e.g., accounting for transit
captivity effects, or measuring multimodal imped-

ances) and, in light of our experience with

automobile vehicle trip distribution under focusing
(~), did not appear promising for short-term imple-
mentation. Disaggregate mcdels for destination
choice would, in theory, be more promising under
variable zone structures, but experience with such
models in producing trip tables suitable for ac-
curate assignment remains somewhat limited.

On the other hand, disaggregate sampling for mode
split seemed suitable for use either at the trip-end
or trip-interchange level. Disaggregate mode-choice
models, applied in a disaggregate sampling and
weighting framework, permit accurate treatment of
intrazonal variability in socioeconomic characteris-
tics and access-egress impedances and immediately
resolve problems incurred in the application of dis-

aggregate models at aggregate levels (~). Per-
formance of mode split at the trip-end level permits

the sampling of intrazonal variability more cost ef-
fectively than would be possible at the trip-inter-

change level and also places less demand for
accuracy on the mode split and the preceding calcu-
lation of person trip weights.

With these considerations in mind, we opted for
trip-end mcde split followed by separate trip dis-
tributions for automobile vehicles and transit per-
sons. Separate distribution of transit person trips
allows the unique characteristics of transit to be
addressed free from the overwhelming effects of
automobile travel. We also capitalized on proven
methodologies for mode split and automobile vehicle
distribution, and the distribution of transit person

trips remained a relatively low-risk research and
development project. A relatively simple model for
multimodal person trip distribution was devised for

constructing matrices of person trip weights.

Mode Split

The inputs required by the mode split program in-
clude the highway and transit network skim trees
and, for each zone, frequency distributions for
transit access-egress impedances and trip-maker
(socioeconomic) characteristics. To describe tran-
sit access-egress for each zone, the primary fre-
quency distribution required is that for travel dis-
tance. Other terminal impedance variables (e.g.,
travel time and travel cost) are calculated as func-

tions of distance. Ultimately, as many as four com-

pet ing transit access-egress submodes are repre-

sented for each zone, depending on mode avail-

ability: walk, feeder-bus, park-and-ride, and

kiss-and-ride. For representation of trip-maker

characteristics, a multivariate frequency distribu-
tion for income, household size, and automobile
ownership is derived for each zone from input zonal

averages by a process similar to marginal weighting
(~). The theory and process by which the access-
egress impedances and the trip-maker characteristics
are represented are somewhat involved and a complete
description lies beyond the scope of this paper.
The procedures are well-defined and quite efficient,

however, and have been successfully applied in mode
split models for the Chicago Area Transportation

Study (~) and the Northeast Ohio Areawide Coordinat-

ing Agency.
An additional input required by the mode split

program is a matrix of person trip weights. The

weighting matrix is derived by a preliminary distri-
bution of person trips, based on a relatively crude

multimodal impedance formulation that is sensitive
to both highway and transit level of service. For a

given origin zone, individual trips are sampled and
weighted in proportion to the weighting matrix vec-

tor that corresponds to this zone. Since this

matrix is used solely as a destination weightin9

matrix, the demand for accuracy is far leS.S than is
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required in a trip intercharvqe mode split model.
‘The weighting matrix can only affect the final,
mcde-specific tables through the trip-end mod e
splits. The latter are not affected significantly
by inaccuracies in the matrix of person trip weights
as long as the multimodal trip table is relatively
correct [for example, in the distribution of origins

for trips to the central business district (CBD) and

in the proportion of central city versus suburban
destinations for trips that originate in var ious
parts of the region].

For a given origin zone, the mode split program

ultimately derives aggregate mode splits as fOl-
10WS. First, potential destinations frOm this zone

are sampled in proportion to the corresponding
weighting matrix vector. A sample of 50-200 in-
dividual trips results, along with the weighting
factors necessary to expand the sampled trips to the
total trips for the zone. For each individual trip,
highway impedances and transit line-haul impedances
are immediately available from the skim trees.
Transit access and egress travel distances are
sampled from the frequency distributions for the
origin and destination zone. Other impedance values
for the available transit access-egress mcdes are

then calculated as functions of access-egress dis-

tance. Trip-maker (socioeconomic) characteristics
are also determined by sampling from zonal frequency
distributions. When all necessary values are thus
determined, disaggregate choice probabilities are
calculated for each individual trip by using a
nested multinominal logit model. Finally, the sample
results are weighted and summed to obtain the aggre-

gate (zonal) mode splits.
For each zone, the followinq mode splits are ob-

tained for trip productions: (a) automobile versus
transit and (b) transit access mode (walk versus
feeder huS versus park-and-ride versus kiss-and-

ride). For input to transit trip distribution, the

transit trip productions are also broken down by
class:

1. Trips to the CBD,

2. Corridor trips (non-CBD trips that do not in-
clude transfers) , and

3. other trips (n.on-CBD trips that include one
or more transfers).

The classification is obtained by a straightforward

tabulation during the sampling and weighting of in-
dividual trips: Each trip is classified based on
type of destination (CBD versus non-CBD) and number

of transfers. The mode splits calculated for trip

attractions for each zone are somewhat simpler: (a)

automobile versus transit and (b) transit egress
mode (walk versus feeder bus). The trip attraction

mode splits are obtained by accumulation of destina-

tion-end effects during origin-zone processing. The

user also has the option of processing each zone as
a destination, analogous to the processing of ori-
gins; but, simple accumulation is obviously cheaper
and has proven effective.

TRANSIT TRIP DISTRIBUTION

2!.ESKY

The classification of transit trips was deemed to be

an important prerequisite for enhanced simulation of
transit travel patterns because of the dual nature
of transit travel. Transit patrons include transit

captives and noncaptives (those who are free to

choose between automobile and transit) . If we as-

sume that noncaptives choose the best mode avail-

able, then transit trips hy noncaptives are likely
to be concentrated where transit service is competi-

tive with automobiles. Transit captives, on the
other hand, are limited in the selection of their
destinations to areas that are served bv transit.
Transit trips by Captives are largely dictated by
dCtlVity pattern rather than by choice of ~Ode,
hence are likely to be less concentrated than trips
by noncaptives.

The classification of trip productions performed

in mode split accounts for captivity effects without

the difficult task of definition, measurement, and

prediction of captivity. The three transit trip
classes are defined below, in order of decreasing
transit travel intensity, transit level of service,

and, most likely, percentage of transit patrons who
are noncaptive.

The CBD trip class includes all trips for which
the attraction end lies in the CBD. Since the CBD
trip class generally receives the most-intensive
transit service, this class would be expected to
have the highest proportion of noncaptives.

Among transit trips that are not attracted to the
CBD, those made without transfer generally enjoy
better service than those that incur transfers.
Thus, the corridor trip class is defined to include
non-CBD trips that do not include transfer, although
not all such trips lie within clearly delineated
radial corridors. Only line-haul transfers are used
to identify corridor trips. For example, a non-CBD

trip that uses short feeder access to priority ser-

vice would be considered corridor unless a subse-

quent transfer tO a different line-haul mode was
made. For this class, the proportion of noncaptives
is perhaps less than that for CBD trips but is ex-
pected to be greater than for trip interchanges with
transfers.

The other trip class includes all non-CBD trips

that inCUK one or more (line-haul) transfers. The
pKOpOKtiOn of noncaptives is expected to be the
smallest for this class.

In the modeling process, the class distinction

permits control over the range of attractions from
which a given transit patron may select a destina-

tion. CBD patrons are forced to find an attraction
in the CBD, corridor patrons must choose from a

relatively tight range of non-CBD attractions, and

all remaining attractions are available to other

patrons. If a zone has high automobile ownership,
hence fewer transit captives, then in mode split,

transit will capture a significant share only when
transit is competitive with the automobile. The CBD

and corridor classes will tend to dominate among the
transit trips produced by such a zone. Later, when
transit trips from this zone are distributed, a

large percentage will be restricted to CBD or cor-
ridor interchanges where transit service is competi-
tive. Conversely, for a zone that has low automo-

bile ownership (more captives), the portiOn of Other

trips will be larger and a generally broader range

Of attKaCtlOnS will be available.

Design

In MTAP, transit person trips are distributed by the

program TTDGRAV, a gravity-model formulation adapted
from the access and land development model original-

ly developed by Schneider (q) . The basic gravity
formulation may be expressed as

TIJ = PI [G(1 ,J)AJ/~(XFir)Acj (1)
,

where

Tij = number of trips produced bv zone i and

attracted to zone j ;

Pi = total number of trips produced hy zone i;



?4
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Fil
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In the

tended

= travel (decay) function, which represents

the decline in attractiveness as a func-

tion of increasing travel impedance;

= impedance of travel from zone i to zone

j:
= attractiveness (number of trip attrac-

tions) for zone j; and

= one through total number of zones.

TTDGRAV model, the basic formulation is ex-
to handle simultaneous distribution of dis-

tinct trip classes,

T,j=P~il[G(F,J)A)/ X G(Fir)Ar (~)
rcq,

where

Cij = class of the ijth interchange,

picil = number of tcip productions of class c from

zone i, and
Aj = number of trips attracted by zone j (all

classes) .

As in typical gravity applications, the model is
applied iteratively to balance trips received to
trip attractions (i.e., ZTij = Aj for each zone 1).

i

The specific inputs required by TTDGRAV are the
following:

1. Transit trip productions and attractions,
with productions stratified by trip class;

2. Stripped transit skim trees; and
3. Standard (UTPS) transit skim trees.

The trip ends, stratified as indicated, are pro-

vided by the mode split program. The stripped skim

trees provide the number of line-haul transfers used
in the classification of trip interchanges and a
priority mode indicator that is used to identify
nontransit interchanges. The UTPS skim trees pro-

vide total weighted impedance, which is the basic

zonal separation measure used in transit distribu-
tion. The total impedance measure is a weighted sum

of access times, run times, wait times, and transfer
times.

TTDGRAV CALIBRATION AND SENSITIVITY ANALYSIS

The calibration of TTDGRAV was carried out within

the context of a major transit investment alterna-
tives analysis for the North Central Expressway cor-

ridor in Dallas, Texas. The subarea focusing meth-

odology was used for a highly detailed presentation

of this corridor within the NCTCOG study region.
Extensive on-board survey data (u,=) provided

an exceptionally rich data base for observed travel
patterns on the Dallas Transit System (DTS) . Ap-

proximately 30 000 boardings were surveyed and

weighted to represent approximately 87 000 total

trips and 110 000 total boardings, including trans-
fers. From these data, observed transit trip ends

and trip tables [home-based work (HBW), home-based

nonwork (HNW], and nonhome based (NHB)I were con-
structed for calibration of distribution of transit
trips. For the sake of brevity, only KeSUltS for
HBW will be discussed in detail.

To assess goodness of fit, the 504 zones were ag-

gregated to 61 districts and 10 superdistricts. The

districts and superdistricts conformed to log ical

boundaries in the region (e.g., majOr th0r0u9hfa~es
and the CBD). In addition, districts and suPer-

districts were also focused on the corridor to re-
duce the possibilities of improving fit simply
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Figure Z. Alternative decay functions.

Curve 1: no sensitivity

Curve 2: moderately sensitive

Curve 3: highly sensitive

*
IMPEDANCE

through aggregation. The calibration procedures and
criteria were structured as follows:

1. Comparison of observed versus estimated trip
tables: R2 calculated for district-level inter-
changes, average trip length by trip class within

superdistrict, percentage of trips received by trip
class for each superdistrict, and possible trends or
biases in average trip lengths for individual zones;
and

2. Comparison of ULOAD assignments of observed

versus estimated trip tables: percentage root mean

squared error (RMSE) of boardings by line and maxi-

mum loading points and load volumes on individual

lines.

The parameters to be calibrated included those

that define the shape of the decay function [G(F) in
Equation 1]. The decay function is a concave, mono-
tonically decreasing function that reflects traveler
sensitivity to impedance in selecting among poten-
~.al destinations. Examples are shown in Figure 2.

The steeper the curve, the greater the (simulated)

sensitivity.
Other parameters to be considered and calibrated,

if necessary, were two types of fixed penalty (i.e.,

surcharges) added to the basic zonal separation mea-
sure in certain instances. The two penalty types

are (a) a transfer penalty, pcssibly stratified by
trip class, and (b) production-end and attraction-

end penalties for certain groupings of zones. The

penalties permit adjustment to account for phenomena
not otherwise represented in the basic impedance

measure.

Decay Function Options

The spatial allocation of trip attractions around

the production end of a single trip prOductiOn is
referred to here as the opportunity surface. The

opportunity surface governs the probabilities for

selecting among competing trip attractions and con-

sequently affects average trip length and other

characteristics of trip distribution frOm the 9iven

production zone. If travel impedance did not have a
deterrent effect, then all attractions in the Op-

portunity surface would have the same prObabllitY ‘f
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Table 1, OpportuniW surface analysis for HBW trips.

CBD Other Corridor

Avg
Avg rr,p

Avg Avg
Opportunity

Zone
Avg Trip Opportunity Avg Tnp Opportumty

Length Length Ratio Length Length Raho Length Length Ratio

18 57 ] S7.8 0.99 120.6 115.5 1.04
77

748
53.5

85.3
54.8

0.88
0.98 100.8 109.5 0.92

90
74.4

76.1
93.8

75.9 1.00
0.79

120.0 133.0 0.90
132

71.4
122.8

80.0 0,89
122.7 1,00 163.1 177.4 0,92

2?3 79.6
117,5 112.1 1.05

78.? 1.02 127.3
228

129.6 0.98 80.9
61.6

73.0 1.11
61.3 1.00 I24.0

246
133.7 0.93 92.1

57.8
[01 7

57.2
0.91

1.01 142.0
294

126.2 1.13
588

82.0 101.7
56.0

0.81
1.05 1074

335
111.4 0.96 68.1 87.0

20.6
0.78

84.7 73.9
374

1.15 78.7
75.8

699 1.13
79.9 0.95 120.6 134.7 0.90

421
77.6

97.6
987

98.5
0.79

0.99 166.9 168.7 0.99 139.8 142.7 098
433 74.7 75.5 0.99 121.3 131.2
473

0.92 78.8
87.4

76.3
87.5

1.03
1.00 142.8 141.0 1.01 84.1 85.0 0.99

Not. Length M total weighted trans,t impedance in nunutm

serving as destinations (i.e., the average trip
length would be equal to the average distance of op-
portunities from the production end). The amount by
which the average op~rtunity distance exceeds aver-
age trip length indicates the extent of traveler
sensitivity to impedance.

Table 1 lists the average RBW trip impedance, the

average RBW opportunity impedance, and the ratio of
trip impedance to opportunity impedance for a small

sample of zones. The zones were selected judg-
mentally to represent different parts of the study

region and also to ensure at least five trips in

each trip class. The impedance ratio is relatively

high in all trip classes and ranges from 0.79 to
greater than 1.0. This phenomenon marks a clear

distinction of transit travel from highway or person.
travel. The sensitivity to impedance is much less

than observed elsewhere (~) for automobile vehicle

trips.
For the CBD trip class, the ratios in Table 1 are

all close to 1.0, which indicates virtually no sen-
sitivity to impedance. Simple prorating is thus
considered for distribution of CBD trips, separate
from the decay function for corridor and other trip

classes. In the other trip class, the ratios range

from 0.89 to 1.0, which indicates a small degree of

sensitivity and suggests use of a very shallow
travel function. The corridor trips display more
sensitivity to impedance; this does not necessarily
imply that distinct decay-function parameters are

required, however. Corridor trips are generally
shorter than other trips, and the slope of a typical
decay function (Figure 2) decreases with increasing
impedance, which means that the portion of the
travel function applicable to corridor trips will
generally be steeper than that for other trips.

Sensitivity Analysis

The sensitivity issues to be explored include the

following:

1. Sensitivity to parameters that govern the

steepness of the decay function,

2. Selection of travel functions for different

trip classes, and

3. Sensitivity to fixed penalties.

For the initial attempt to simulate HBW transit

trip patterns, it was decided to use a relatively

shallow decay curve for all three trip classes. No
fixed penalties were applied in this base run. The

goodness of fit attained by this initial run is

evidenced by an Rz of 0.98 on all nonzero district

interchanges. In the superdistrict summary of trips

and trip lengths, by class, nearly all items were

accurate to 5 percent or better. The following dis-
crepancies, however, were noted:

1. Trips from the CBD were too short;

2. Average length for corridor trips was under-

stated by 3 percent, and
3. Average trip length was consistently short

for zones served by the main crosstown route.

Interestingly, problems seem to occur where the dis-

tinction between corridor and other trips is unclear

(trips from the CBD, trips served by the crosstown).

To assess sensitivity to the shape of the decay

curve, two additional test runs were made in which

decay-curve steepness was first increased and then

decreased. The goodness of fit was excellent in all

cases and there was surprisingly little difference
in the test results despite order-of-magnitude vari-
ation in decay function parameters. These results

suggest that much of the robustness of the model is
attributable to the trip classification scheme.

Next, simple prorating (constant decay function)

was considered for the CBD trip class. The base run

parameters slightly underestimated average impedance

for the CBD class, and prorating overestimated the

average impedance. Some sensitivity to impedance,

however slight, appears to be required in the travel
function. To correct for underestimation of average

impedance by the base run parameters, a transfer

penalty is imposed on the CBD class.
Remaining discrepancies noted in the base run

were addressed by introduction of additional fixed
penalties. A transfer penalty was imposed on the
corridor trip class, which reduced the error in the
(underestimated) average impedance by 46 percent. A

production-end penalty was assessed for trips pro-
duced by the CBD, which reduced the underestimation

of average impedance by 64 percent. To increase trip
lengths on the crosstown service, error was reduced

by 76 percent via imposition of a production-end
penalty on zones thus served.

Final Calibration Results

The final comparison of observed versus estimated
trip tables is shown in Table 2. The overall R2

exceeded 0.98 for nonzero interchanges. The super-

district comparisons show better than 10 Percent ac-
curacy for nearly all entries. Average trip length

for total trips hy class is estimated within 2 per-
cent accuracy in all cases. The final results gen-

erally show a high degree of accuracy in replicating
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Table 2. Observed versus estimated tnp lengths.

(’BD Other Corridor TL)[d

rrlps .Avg Length TrlPs Avg Length rrlps

sllpcr-

.Avg Length Trips Avg Length

Re- Re- Re- Re-
cl].trct Sent

Re- Re- Re- Re-
.Clved Sent ce!ved Sent cclved Sent ceived Sent cewed Sent ceived Sent cclved Sent caved

ohwncd HBW Trips

I ~f 34 b62
. ?455 0
3 I 834 0
4 i 1.!2 o

3 366 0

31 6 73,3 52 0 Y3.8 0.0
55.? 00 603 I 357 11?.1 112.0
74.2 00 317 I 827 1?5.4 129.9
74.7 0.0 52 430 140.8 147.5
84.7 0.0 1 443 4 275 1385 I24,7
71.4 0.0 3 166 1 187 120.2 I 14.0
66 Y 0.0 I 664 2320 1165 1162
84.4 0.0 213 334 1447 165.0
78.8 0.0 1 580 868 124.3 120.6
693 00 ~’+ _ 732 i22,8 124.7
73,3 73,3 13330 13330 123.2 1?3.2

442
509
246
547
834

46j3

o
506
240
64

1174
784
74I
71

484

~
4653

78,3
769
845
100.0
105.1
78.2
84.7
11’99

00
868
799
1101
105.8
75 j
864
96.8

934 34662

3293 I 863
2 336 2 067
1 242 474
5559 5449
7837 1 971
8688 3061
4 34X 405

78.0

67.1
82.0
78,5

1014
91,5
77.4
89.3

73.3
105.1
124.1
142.7
120.6
q8.7
109.0
1531

984 879 81?0 I 3s; 818 107.4
80.1 801 _10288 1 321 922 104.8
88.6 88 b 52645 5? 645 87.3 873

24 662
0
0
0
0
()
()
()
o

30.6) 73 3 52
5b,2 00 603
74,4 0.0 317
14,4 00 52

84.6 00 I 443
71.0 00 3 166
66.9 00 1664

84.8 00 213
78.6 00 1581

0 89 Oh 0,0 367 oh 75 /J 00 944 34 662 75 3 73.3

1412 110.6 111.1 235 464 80.4 83.2 3 293 I 876 b7 9 1042
I 798 128.4 131.0 185 283; 84 2 83.0 2 336 2081 8,?5 I24.4
438 1350 150.0 48 54 lo8.1h 105.0 I ~4~ 491 78,2 145.5

4 1353h 1390 1246 750 1321a 10 I 8 102.2 5 55CJ 5374 loll 1191
1221 118.9 115.2 442 766 ~ 79.9 75.5 7837 I 987 908 99.9
2 3(30 1174 I16.8 j09 790 887h 84.5 8688 3090 77.9 108.5
370’ [517 164,5 24b 74 121 2 1120: 4 34x -144h 90.1 155.8
920h 1273 121.4 547 .111’ 10:.5 905 8121 I331 897h 111.9

68.9 00 _4 240 _8~b 122.1 1192 834 ma 76.8 78.3 Q= ~ 914 103.7
73,.3 73.3 13331 13331 123.2 1232 4663 4663 88.3 88.3 52656 5? 656 87.3 87.3

W,tc’ L?,>gth I, tot,l metgh ted trmsIt ,,nped. nce t. mtn. tes

‘1 ,,., ,n<>re than I 0 percent, b.
Error more than 5 percent hut 1.s, than 10 pt’rcent.

Table 3, Assignment of observed and estimated trip tables.
HBW

NO. of Percenr3gc Percentage

sector Routes Observed Estlmatcd flfferencc RMSE

South wes[J
Southeasta
North easta
North Central-Easthc

North Central-Westb’C
Yorthwcsta

CrOsstOwnc

Total

7

7
4

6
7

6
.

ti

~~ogs

10014
9517
6171
6719

11 929
913

67351

0.7

0.4

0.3

08

1.5

-0.4

-45

0.2

07
].7
1.3
18
?.7
16
96
1.4

~Un,t of comparison = duster of Dallas Transit S)’stem (DTS) routes.
~Wtchm North Central Expressway corridor.

Umt of comparison = mdimdual L)TS routes.

observed travel patterns.
In an additional calibration test, observed and

estimated trip tables were assigned to the transit
network by the UTPS transit assignment program

ULOAD . Results were compared to examine the propa-

gation of transit trip table errors through assign-
ment. Summary results are shown in ‘I’able 3. Esti-

mated boa rdings were compared with observed

boardings (actually, boardings that resulted frOm
assignment of the observed trip table) for each

route. The comparison shown in Table 3 generally

indicates that the effect of errors in trip table

assignment Is minimal. The overall RMSE is remark-
ably 10W--1.4 percent.

In more detailed examination of the assignment

results (not shown) , the maximal load Point and the
maximal load were compared for each route. In

nearly all cases, the maximal load point was the

same in both the estimated and observed assignments,
and the maximal load was estimated within 5 percent
accuracy. Thus, even at a hig’hly disaggregate

level, evaluation of the accuracy Of TTDGRAV, in

terms of the effect on assignment results, seems

quite favorable.

CONCLUSIONS

In response to a growing need for detailed planning

of multimodal transportation facilities at the sub-

regional level, NCTCOG has undertaken the develop-

ment of a multimodal subarea focusing methOdOlOqY,

MTAP. For greater stabilitv under focusinq and

validity in simulating travel patterns for distinct
segmentsof the travel market, MTAP emPloys disag-

gregate mode choice estimation in conjunction with
mode-specific trip distributions.

The separate distribution of transit person

trips, with explicit treatment of distinct transit

trip classes, affords several advantages. First,

travel patterns of transit users are clearly dis-

tinct from those of automobile users: The spatial

allocation of opportunities is dictated by the

presence of transit service: further, Observed sen-

sitivity of transit travelers tO impedance is
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markedly less than for automobile users. Second,

additional distinctions may be drawn between captive

and noncaptive users of transit, since the latter

group is more likely to use transit in CBD and
intracorcidor interchanges where transit is more
competitive with the automobile. The MTAP classifi-
cation scheme permits the capturing of differences
in travel patterns.

Specific conclusions from the calibration of the

transit trip distribution model include the follow-
ing:

1. The model replicates observed travel patterns

with a high degree of accuracy;

2. Model performance is relatively- insensitive
to decay-function parameters, which suggests that

much of the apparent robustness is attributable to
the classification scheme;

3. Despite observed differences between trip

classes, use of a common travel function together
with the fixed penalties for selected categories ap-
pears feasible;

4. More precise evaluation of transit-oriented

policies is possible with such a model.

The success in formulating a reliable transit

trip distribution model validates a major MTAP de-
sign decision for attaining robustness under subarea

focusing: It is worthwhile to forgo the estimation

of interchange specific mode splits and to concen-

trate on improved estimation of transit trip ends.
With the improved estimation of trip ends, the tran-
sit trip distribution model can provide excellent
trip tables for analysis pur~ses.

The results in this paper indicate that a work-

able travel demand model structure can be obtained
by integrating the strengths of disaggregate (pri-
marily mode split) and aggregate (e.g., trip dis-
tribution) models. For modeling within a subarea

focusing framework, in particular, this approach
shows much promise for obtaining credible results

for practical applications.
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