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PROJECT ABSTRACT

This report covers the development of a Multimedia Based Highway Information
Sysgem (MMHIS). MMHIS extends the capabilities of current photo logging facilities
Photographic logging sysems used by highway agencies provide engineers with information
in the andyds of traffic accidents desgn improvements, and highway pavement
management. However, there exig limitations for such sysems in the areass of accesshility,
search capability of the image library, and synchronization of the video data with traditiond
enginering dte data  The andog nature of the video sgnds dso presents difficulties in
integrting the visud informaion with other types of data  This report presents the
devdopment of a multimedia service tha can be gpplied in a date highway department
environment.  This Multimedia-based Highway Information System (MMHIS) utilizes date-
of-the-art technologies in digital video, high-speed networking, and the video server. A data
gynchronization dgorithm was developed to dynamicdly display digitd video frames dong
with traditiond engineering data sets that contain information such as as-built data, pavement
condition and performance, traffic safety, geometric features, and other infrastructure data
Geo-referencing  capabilities were dso developed into MMHIS, s0 that multimedia data is
location-referenced in the databases.



REPORT SUMMARY

Visud information is frequently used in highway depatments for traffic engineering
and infrastructure management. Ancther type of information is tabulated Ste data organized
in traditiond engineering databases on pavement hisory and layer information, pavement
width/type, average daly traffic (ADT), accident higory, sgning and marking inventory, and
others.  Thee two types of informaion (roadway images and traditiond engineering
database) can be of daly benefit to the needs of vaious divisons in dae highway
departments.

Highway departments would have much grester access to data if these two
information sources could be combined into one comprehensve daabase that could be
accesed Smultaneoudy.  However, mogt exising photo logging systems used by highway
depatments are andlog based and located a specific location(s) within the department.
Traditiona engineering dte data are contained separately from the video databases, and
smultaneous multiple accesses to the video data are not possble. Searching for Ste daa is a
cumbersome process.

A few dudies have atempted to exploit new technologies to improve the accessibility
and usability of video information collected from the photo logging processs. Wang et d. [1]
presented general concepts and design issues for the development of a distributed multimedia
based highway information sysem (MMHIS) and discussed the economic and technical
feadbility of usng digitd video and new networking technologies for such a sysem. It was
concluded in that study that the latest technology alows such a system to be developed cost-
effectivdly.

The present report summarizes the dudies in the areas of high-speed networking,
video sarver technology, and data synchronization that are essentid for the implementation of
an MMHIS. To implement the MMHIS in an operationd environment, a high-performance
network and a powerful video and storage server are necessary.  In addition, for smultaneous
and ingdant access to the MMHIS data, the application of new technologies such as
Asynchronous Trandfer Mode (ATM) or FastEthernet, and Redundant Arrays of Inexpensive
Disks (RAID) are needed. A plausible aternative to building a wide area network may be to
ingdl a high-performance network system in the headquarters of a highway department and
digribute hard copy videodisks to remote didrict offices. For example, the maximum
capacity of a new kind of CD, the Digitd Versatile Disk (DVD), is 18.8 gigabytes, which can
hold 400 lane-miles of video information a MPEG2 qudity. This report describes the
working system aready developed for the Arkansas Highway and Transportation Department
(AHTD), which has a user intuitive interface. The report dso includes a guide on how to use
this sysem.

We believe that the technologies associated with the implementation of MMHIS are
mature and tha the costs of implementation are continuing to come down. The cost-
effectiveness of usng the MMHIS is evident not only in grester office productivity but aso in
the actua cost savings resulting from reduced travel for dte ingoections  Prdiminary
highway ste ingoection normadly involves two people and can teke as much as two or more



days. If the number of such trips can be reduced through the use of the MMHIS, a highway
department can redlize substantid savingsin travel and labor cogtsin just one year.

As MMHIS is technology-driven, additiond festures can be built into MMHIS over
time. New features of Geographic Information Sysem and high-resolution 3-D terrain data
will be useful for an integrated highway management and desgn. When daewide terrain
data in the MMHIS ae updated with Digitad Elevaiion Modds (DEM) of sub-meter
resolution, it is possble to conduct preiminary engineering desgn of cut-and-fill and
planning for new transportation systems.
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INTRODUCTION

Viaud information is frequently used in highway depatments for traffic
enginering and infrastructure management.  Ancther type of information is tabulated Ste
data organized in traditiond engineering datdbases on pavement hisory and layer
information, pavement width/type, average daly traffic (ADT), accident history, and
ggning and marking inventory, and others. These two types of information (roadway
images and traditional engineering database) can be of daly benefit to the needs of
vaious divisons in date highway depatments. In order to improve data accesshility in
a highway depatment, it will be very bendficid to combine these two information
sources into one comprehensive database that can be accessed smultaneoudly.

However, mog exiding photo logging sysems used by vaious highway
departments are analog based and located at specific location(s) within the department.
Simultaneous multiple accesses to the video data are not possble. Searching for site data
is cumbersome. Traditiond engineering Ste data are contained separately from the video
databases. There were a few sudies in an effort to exploit new technologies to improve
the accesshility and usability of video information collected from the photo logging
process. Wang et d. [1] present generd concepts and design issues for the development
of a digributed multimedia based highway information sysem (MMHIS) and discussed
the economic and technica fesshility of usng digitadl video and new networking
technologies for such a system. It was concluded in that study that the latest technology
dlows such a sysem to be developed cost-effectively. This report summarizes the
dudies in the aeas of high-speed networking, video server technology, and data
gynchronization that ae essentid for the implementation of an MMHIS. It is
demondrated that a future digita video-based highway information sysem will be
efficient and productive through use of technologies such as Asynchronous Transfer
Mode (ATM) and state-of-the-art video server devices.

A working system has dready been developed for the Arkansas State Highway
and Trangportation Department (AHTD). The sysgem has a user intuitive interface. A
guide on how to use this system is d o given in this document.



HISTORY OF PHOTO-LOGGING SYSTEM AND BASIC REQUIREMENTOF MMHI S
Problemswith Existing Photo-logging Systems

Current existing photo-logging systems use data collection vehicles to collect data
on pavements and roadsde structures and to take videos of the right-of-way. The video
information used by highway agencies is stored in andog format and located at Specific
locations. The storage media include tapes, films, and laser disks. Enginegring dite data
are dored in separate databases. Video playing devises are used to play the highway
videos. This is shown in Figure 1. Speciad-purpose software is used in some existing
gystems to retrieve and present Ste data tables to the user. The data in the database,
however, are not wel organized. Some systems require the user to use generd-purpose
DBMS software to open the table and query information. Others use file processing
indead of database management. The limitations of exiding systems are exhibited in the
aeas of accesshility, search capability of the video library, and synchronization of video
data with traditiona engineering Ste data.  Users who are interested in a section of a road
when viewing the video have to go to another location to look for the corresponding dte
data The exiging sysems dso lack multiple-user access capability. Due to the andog
nature of the video dgnds it is difficult to integrate the visud information with computer
databases. It is a time consuming process to look up and reassemble the video and Ste
data in different formats and from various sources.

PR
. Video Monitor
Site Data
- Route #: 40
Direction:East
Computer Milepost: 351
Disks Width: 24 ft
Left Sldr: 4 ft
Right Sldr:10ft
e’

Computer Monitor

Figure 1 — The Existing Photo-logging System Data Flow

Basic Featuresof MMHIS

A new sysem — Multimedia-based Highway Information Sysem (MMHIS) — was
developed in this project to solve the problems in exising photo-logging sysems
Technologies used in the new sydem include digitad video, high-speed video server,



ATM networking, relationa database management system, and 3D-map rendering.
MMHIS dso uses a daa synchronization agorithm to synchronize the highway moation
video with the display of other data — engineering Ste data, roughness and rutting graphs,
and location on the 3D-mgp. A high-speed network links workgations with the MMHIS
server S0 usars can look a the photo-logging video and the synchronized data sets
without leaving their offices. Because the enginering Site data are stored in computer
databases, MMHIS can be easily customized to fit the need of different departments.

Apat from easy data accesshility, data presentation in MMHIS is more flexible
than the old sysems. An integrated environment hods various views that are used to
display data from various sources. The views can be customized to digplay a certan
collection of fidds in the data set. It can display the data in ether categorized or user-
defined format. Usars can choose whether to use metric or imperid units in the daa
digolay. When usdng the usr-defined format, the order of the data fields can dso be
customized.

With the technology advancement of satelite imagery and remote sensing, vest
amount of 3D eath surface data is readily avalable Because dl inventory data from
photo logging are location-specific and have spdia characteridics, a terrain visudization
interface was congructed for MMHIS. Usars can interact with a 3D digitd map for the
aea of interest and visudly sdect daa queries from this map.  This visudization
interface dlows users to rotate, zoom in and out, and pan around the terrain surface of the
aea. The picking operation for the 3D map was implemented using a specidly designed
picking dgorithm. The 3D map can be rotated fredy within a certain range. The picking
agorithm guarantees that users can aways click on the road in the rotated map and get
the correct location information. The 3D-mgp shows the terran surface relief when
rotated to a low angle. In most cases, however, users view the map from aright angle. In
such cases, MMHIS uses gpecid agorithms to render the mep so that the zooming,
panning, and rendering operations can be conducted with a very fast speed.

The Querying database in MMHIS is object-oriented. There are severd different
ways to conduct a query in MMHIS. It does not require users to be familiar with any
generd-purpose DBMS products.  Users need only to specify the location on a road by
specifying the route number, direction, and milepost, or by clicking on the mep offered
by MMHIS. MMHIS provides highway engineers an efficient and effective tool in
andyzing road and roaddde dructures with indant accesshility to the multimedia
databases. This tool is not avalable to any highway department in the United States a
this time. The core technologies developed for this sysem can be used in future
generaions of highway information syslemsin any highway department.



NEW TECHNOLOGIESOF DIGITAL VIDEO AND GEO-REFERENCING

Digital Video for MMHIS

The video qudity associated with consumer TV and video tapes, including video
from Super VHS and laser disks, is determined by the andog video standards set by the
Nationa Teevison Standard Committee (NTSC) in the early 1950s. Even though an
andog video dgnd can be trangmitted and copied through narrow bandwidth, it is
difficult to manipulate, copy, and digribute without introducing eectronic noise into the
origind dgnd, reaulting in the deterioration of image qudity. Without the use of high
end video production equipment, the integration of analog video with other types of data,
such astext and graphics, is very difficult.

Additiondly, in an MMHIS, multiple users need smultaneous and random access
to video data For data stored in an analog system, multiple and unsynchronized access
to video data is a problem. For ingtance, it is difficult to view two different sections of
the same videotagpe smultaneoudy, and then decide to freeze one while running the
other. Routing of multiple andog video data to users is dso complicated. If the video
sgnd is presented in digitd forma, like the digitd sound in compect disks it can
provide much better image qudity, can be eadly duplicated and @n be incorporated into
other media without introducing artifacts or loang fiddity. Because digitd video data is
dored in disk files, it is possble to adlow smultaneous multiple accesses to the same
digita video files through computer networks. Digitd video is necessacy when high
fiddity, fast and multiple user accesses are required of the MMHIS,

Data Collection, Compression and Decompression (CODEC)

Presently the visud daa is collected in a vehicle, such as a van, with video
capturing equipmert.  Normally, the visud data is recorded onto a Y/C signa based tape
(SVHS or Hi-8mm) or laser disk. The video sgnd is andog based with luminance and
chrominance information separated. The percaivable vertical resolution of the video data
is about 400 lines. The recorded media are then categorized for viewing in the office. To
prepare the video for the MMHIS, the andog based video data is digitized and becomes
digitd data sets that are directly managesble with computers.  The digitd video is
generated through a process cdled encoding with source video data, such as tgpes. One
full color (8-bit for each of red, green, and blue) digitd image with a NTSC TV
resolution (640 x 480) requires gpproximately 0.92 megabyte of data storage, resulting in
about 27 megabytes of storage space for one second of motion video. In addition, the
input and output bandwidth of modern microcomputers are not generdly capable of
processing this amount of data per second. Therefore, data compresson is needed to
reduce data storage requirements on the one hand, and to improve the data flow rate on
the other.

The amount of compresson ranges from 2:1 to 200:1, depending on the type of
dgorithm, the implementation of the dgorithm, the level of video qudity, and the
presence of hardware assstance. Most compression agorithms are “lossy”, meaning that
some information is logt during the compresson of the data, due to the fact that the
compression ratio based on losdess encoding dgorithms is low, around 2.1. The



objective for mogt goplications is to retain visudly fathful representations of the origind
images and discad any visudly inggnificant information. The process of compresson
and decompression (for playback) is cdled CODEC for encoding and decoding. Some
gpproaches require more operations to be performed in encoding than in decoding. This
type of CODEC is referred to as asymmetrica. If both processes require the same
amount of processing, it is called symmetrical CODEC.

Motion JPEG (Joint Photographic Experts Group) and MPEG (Motion Picture
Experts Group) are the two dominant types of digital video CODECs, both of which are
used in this MMHIS research. The Joint Photographic Experts Group (JPEG) developed
the JPEG compresson dgorithm for dill images based on Discrete Cosine
Trandformation (DCT), the quantization approach and Huffman encoding. The standard
was then widely adopted as Motion JPEG for video sequences, each frame of which is
compressed based on the JPEG standard. Motion JPEG alows easy random access to
any frame in a digitized sequence.  Compresson for Motion JPEG is conducted
exclusvely on redundant data in individud frames without condendang any daa between
frames. Hardware based JPEG CODEC's can capture full-screen, 30 frame per second
video in red time. When a high compresson ratio (over 20:1) is not required, this
symmetricd CODEC is very effective in presarving the detals and fiddity of dngle
video frames.

Unlike JPEG, which condenses information only within eech frame, the standard
developed by the Motion Picture Experts Group, MPEG, compresses information based
on data within a frame and frame to frame motion. It should be noted that the
compression within framesin MPEG is aso based on DCT and related dgorithms.

MPEG dlows compresson ratios over 100:1 while ill retaining good visud
qudity. Due to its high compresson ratio, MPEG is a dedrable ddivery forma for
gpplications that require narrow bandwidth transmisson, such as CD-ROM and video
networks. However, due to the asymmetric naiure of MPEG, the encoding process
requires very high computing power. For example, a date-of-the-at MPEG encoding
device can consst of over a dozen RISC based compression processors. The decoding
process of MPEG needs rdativey less computing power. At smilar leves of video
qudity, a Motion JPEG dream will require a much higher data rate than an MPEG
compresed stream.  Current available MPEG systems are classified into the categories of
MPEG1 and MPEG2 with MPEG1 being used for CD sorage and the Internet, and
MPEG2 being used for sudio quadity video and satellite digitd TV sysems.

Geo-referencing Technologies

The 3D map interface of the MMHIS uses a geo-referenced map to show the
location of the video on the map and dlows users to query data on any point on the map.
The information about the location of any point on the map is displayed in a pop-up
window when the point is clicked with the right button of the mouse. In addition, if the
clicked point is near a road, the route number, direction, and milepost of the road at that
point are dso shown.



The 3D map of MMHIS is rendered based on information stored in the 3D-map
database. Separate files are used to store different data in the 3D-map database. These
filesareliged in Table 1.

DEM Thedigital elevation model that is used by
MMHISto render the terrain surface

2D surface map 3D map viewed from aright angle

2D coordinate maps Coordinate maps that are used for 2D picking
operations

2D zoom surface map M ap used to show the zooming interface

2D zoom coordinate maps Coordinate maps that are used for zooming
interface picking operations

Raster map Map that shows surface features

Shape Rendered shading for the terrain surface

Location File that stores route number, direction, and
milepost information

Tablel - MMHIS3D Map Databases

3D Database File Sructures

Digitd Elevation Modds (DEM) are essentid to the rendering of the 3D surface
of the earth. The DEMs used in the MMHIS were obtained from the United States
Geologicd Survey (USGS). They were then converted to MMHIS specific file formats
to provide for fast information retrieval. The converson is based on the understanding of
the origind USGS DEM file format. Severd utility programs were developed to ad this
converson. The USGS DEM file format is a generd format that is suitable for a variety
of different DEMs. Because MMHIS only uses one type of DEM, it makes sense to
amplify the file format and make access to the data more efficiently. In the mean time,
the file sze can be reduced to the minimum size possible and hence save storage space on
the host computer. Twenty-four 2degree DEMs are needed to @ver the whole State of
Arkansas. Instead of using 24 separate DEM files as the data source, MMHIS combined
dl 24 DEM files into one file. There are three different records in the combined DEM
file. The first record stores the origin of the area that s covered by the DEM. It contains
two floating-point numbers representing the longitude and the latitude of the origin
(southwest corner coordinates) in degrees.  The second record contains integers
representing the number of grid points dong both the longitude and latitude lines. The
third record contains the eevations in meters dong the profiles organized from south to
north and from west to ees.  The numbers are stored in the internd integer format of the
host operating system.

The rendering of a 3D map is time consuming on high-end desktop computers.
Users of MMHIS normadly want to scan the whole map quickly, locate the spot on the
map, and then decide to see detalls of the terrain surface of that particular area of interest.
To reduce the time for rendering the map and ill offer the power to show the 3D-terrain
surface, MMHIS treats the specid case of 2D rendering separately. This requires a
Separate database to be setup to store the 2D surface map.  Windows has powerful
Device-Independent Bitmagp (DIB) manipulation APl functions built in.  To teke
advantage of that, MMHIS stores the 2D surface map in Windows DIB format.



The 2D coordinate maps ae saved in two files—one for longitude, one for
latitude. These files are used to implement the picking operation in 2D speciad cases.
The longitude and latitude of any point on the map can be identified by querying the
above two files.

The 2D zoom surface map is gmilar to the 2D surface map file It is used to
gpeed up the zooming control in the MMHIS's map interface.  The file is in Windows
DIB format. The 2D zoom coordinate maps are smilar to the 2D coordinate maps.
Thesefiles are used in the zooming control to implement the picking operation.

The raster map of Arkansas is usad in a texture mapping process to project the 2D
map to the 3D-terrain surface. This file records the intermediate result of this mapping.
The file contains three records. The firgt record dores the origin of the area.  Two
floating-point numbers are used in this record to give the longitude and the latitude of the
origin.. The second record dores the number of grid points dong the longitude and
latitude lines. The file uses the same grid system as the DEM. The third record stores the
texture mapping results. It is an array of red, green, and blue (RGB) values ordered aong
the grid lines from south to north, west to east. Each RGB vaue contains three bytes that
represent the mapped red, green, and blue color element on that grid point.

MMHIS renders the 3D-terrain surface with different shades, showing the shape
of the surface with light effects. With red-time rendering, the shading process is very
dow. Because the terrain surface shape is fixed, the shading of dl points in the area is
saved to an intermediate file so that the data do not have to be generated each time the
scene is rendered.  The shape information file is used for this purpose.  The file's
dructure is amilar to the raster mgp information file.  The only difference is that ingead
of saving an aray of three bytes representing RGB vaues in the third record, this file
saves a byte aray. Each dement of the array represents the corresponding shading of the
grid points.

Note that this file does not record things such as hidden surface information.
MMHIS deds with the issue of hidden surface remova using other tools To show 3D
objects posgitions, red-time rendering is conducted when the map is displayed. The red
rendering process uses a less computation-intensve lighting modd so that the scene can
be efficiently rendered.

The route numbers, directions, and mileposts of grid points on roads are saved in
the location filee. MMHIS uses this information to decide the query location of a point on
the map. There are three records in this file. The first two records are the same as those
in the shagpe information filee. The third record contans an aray of integer pars
representing the route and milepost of each grid points. The route is the Rowl D fidd
vaue in the state magter table (refer to later sections for database structures).

Generating the 3D Map Database

The converson from USGS 1-degree DEMSs to the MMHIS DEM file requires
two geps utilizing two specia utility programs developed specificdly for this purpose.
These two programs are not built into the MMHIS integrated environment because the



converson takes place only once. The fird sep converts individud USGS 1-degree
DEM files into individud MMHIS DEM files usng a verticd scde factor of one. The
second step combines these smdl filesinto the find large DEM file

The 2D surface map is a specid case of viewing the 3D surface mgp from the
right angle. The 2D surface map is generated by rendering the 3D surface map using the
right angle. Itissaved inthe DIB formeat to the 2D surface map file.

The 2D coordinate maps ae rendered using the more generd technique of

rendering the 3D coordinate map with a viewing angle of 90° (right angle). The rendered
map is saved in the DIB format to the 2D coordinate map files.

The process of creating these two files is the same as the process of creating the
2D surface map and the 2D coordinate maps, with the use of different parameters. The
resultant files are saved to appropriate files.

MMHIS uses a 2D map that was scanned from a paper map as the basis for the features
of the 3D mgp. Information from the 2D map is used in the find rendering of the 3D
map. It is aso usad in the road digitizing process. The resolution of this map is smaler
than the resolution offered by the DEM.

The credtion of the raster map involves a texture mapping (or projection) process.
The projection dgorithm is described below.

Loading the 2D map and the DEM

This gep loads the 2D map into memory. The raw data of the image is
separated to amplify the projection process. The MMHIS DEM file is dso
loaded for use in the rendering process.

Matching the 2D raster map with the MMHI S rendered region

In this step, the longitude and latitude lines are rendered and overlaid to the
2D map. The purpose is to find out the correct transformation factors so that the
rendering results match the corresponding lines on the 2D map. During the
matching process, transformation factors are interactively adjusted and the
longitude and latitude grids are rendered after each adjustment. The result is
shown on screen and is visudly compared with the lines on the 2D map. The
process stops after a satisfactory match is reached.

Rendering the 3D-terrain surface using lighting effects

Usng the results from the previous step to conduct the transformation, the
3D-terrain surface is then rendered to a buffer that has the same dimension as the
2D-raster map. Because of the large Sze of the area, a memory mapped file
kernel object is used as the virtua memory for the rendering buffer. DEM daa
are used in this step.



Reading the DEM records and match each grid points to the results in the previous
two steps

In this step, the DEM records are scanned and the view-port coordinates for
the grid points are caculated with the OpenGL rader pogtion functions. The
view-port coordinates are used to get the colors of corresponding pixels in both
the 3D-terrain surface rendering buffer and the 2D-raster map. These colors are
used to fill the records of the raster map and shape information files

Roads on the 2D-raster map are digitized and saved in the location information
file The digitiztion is an interactive process. The following seps are used in this
process.

Prepare the 2D-raster map and the longitude and latitude grid buffers

The digitization process uses the 2D-raster map to show the location of roads.
It requires the user to interactively specify points on the road on the 2D-raster
map. The map is loaded into one buffer of the program. Two other buffers
containing the corresponding longitude and latitude grid information can ether be
rendered directly or loaded from disk files (if one has dready been created).
These two buffers are used to get the grid coordinates of points on the 2D-map.

Define points of a new road

A temporary file is crested in this step to save the coordinates of points on the
road. The program checks for mouse click messages after the above file is
crested. The points clicked by mouse are then linked to form a line representing
the road. Because points clicked by the mouse does not cover dl points on the
road, Windows dynamic data andyss function :: Li neDDA() is cdled to
retrieve dl pixes on the road. The view-port coordinates of dl pixes on the road
are saved into the temporary file.

Correlate mileposts with grid coordinates

The coordinates saved in the above file are checked agangt the pixd
information in the two grid coordinate buffers to get the longitude and latitude of
the points. The results are saved in the samefile.

Specify milepogis for key points
Similar to the video frame index building process, this step dlows users to
interactively specify the milepost of certain points (caled key points) on the road.
These points will be matched exactly to the mileposts specified.

Update database

Linear dretch is used to caculae the mileposts of every grid points and the
result is saved in the last two fidlds of the fixed data table corresponding to the
road.



Picking Operations

The map module dlows users to click on the map and shows a smal popup
window with location information in it. If the point clicked is a point on a highway
section and is regigered in the database, it dso digolays a menu showing the point's
corresponding route number, direction, and milepost. The operation is cdled picking.
The picking can happen anywhere on the map.

MMHIS creates two buffers for picking operations. Instead of rendering the same
scene to two different buffers and specifying the names of the objects, the MMHIS
renders the main scene orly once. The MMHIS specific C++ class cmapt ool s handles
rendering the picking buffers in a smplified way—it renders the locaion information
directly into the picking buffe's.  cmapt ool s does not use name stacks as normal
OpenGL programs do. It uses colors to represent longitude and latitude grid numbers in
its picking buffers.  When a point on the map is clicked by the user, the corresponding
two points in the two picking buffers are checked. The coordinates of the clicked point
can be obtained by decoding the colors of the corresponding points in the picking buffers.
This decoding process is the reverse of the rendering process. cmapt ool s does not use
any lighting effects when it renders the picking buffers. This ensures the color of each
pixd in the picking buffer is the one gpecified during the rendering process. The
cmapt ool s does not render anything on the screen.  This ensures that the actua color
depth of the digplay device does not affect the color depth requirement of the picking
buffers. Figure 2 shows MMHIS s picking mechanism.

Current Poi nt\

\ Longitude Grid Number
D Map

/ L atitude Grid Number
First Picking Buffer /

Second Picking Buffer

Figure 2 — Picking Operations

After the coordinates of a point on the map are obtained, MMHIS obtains the
eevetion of the point from the DEM dda file and displays the location informetion in a
smal pop-up window. The program then checks dl the points in the vicinity usng the
data in the location informetion file. The route (represented by the Rowl D fidd of the
date master table) and milepost can be obtained from this file if the point is regisered in
the digitizing process. With this information in hand, the direction information can be
queried out from the State master table. The returned data is used to construct a context
menu to show the pogtion of the point.
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Location Synchronization with Video and Ste Data

When a quey is going on, a location indicator (a smdl flashing red dot) is
displayed on the map to show the current vehicle location. The location indicator goes
dong the highway on the map as the video plays The synchronization timer handler
queries the current vehicle location from the fixed data table and passes the query result
to the 3D-mgp sub-module. The map module then finds the screen coordinates of the
current vehicle location. MMHIS maintains a 3D pogtion in window coordinates. (This
is handled interndly by the OpenGL engine) This postion, cdled the raster position, is
used to pogtion pixd and bitmgp write operations. It is maintaned with sub-pixd
accuracy. The arrent raster pogition consists of three window coordinates (x, vy, 2), adlip
coordinate value (w), an eye coordinate distance, a vaid bit, and associated color data
and texture coordinates. The w coordinate is a clip coordinate, because w is not projected
to window coordinates. MMHIS converts world coordinates to window coordinates by
cdling appropriate APl functions. The converted window coordinates are used to display
the location indicator on the map.

11



DATA SYNCHRONIZATION ALGORITHMSAND | MPLEMENTATION

The Preparation of Video Frame Index

Video frame indexes were created with the MMHIS Index Building module. The
index building processis divided into the following steps.

Obtaining information. In this step, necessary information is collected in the
Building Index didog box. Thefiddsareligedin Table 2.

Video File Name The name of the video file for which frames will be
indexed

Video Start Frame Frame number corresponding to the beginning
milepost

Video End Frame Frame number corresponding to the ending milepost

Route Number Route humber of this section

Direction Direction of this section

Start Milepost Starting point of this section

End Milepost End point of this section

Key points Mileposts of points that corresponds to known frame
numbers

Turning points Destination route numbers, directions and mileposts
of turning points

Table 2 — Index Building M odule I nput

The key points specified by the user are used to define subsections of the
highway section covered by the current video. Each subsection begins a one
key point and ends a the next key point. That is, in each subsection only the
firg milepost and the last milepost have corresponding video frame numbers
specified.  Video frame numbers corresponding to the rest of mileposts are
cadculated by usng the linear interpolation method. The speeds of the vehicle
when it took the video are recorded into the main data teble. The speed data
are used as the determining factors.

The aove method guarantees that key points are exactly indexed with the frame
number specified. This is especidly useful when the speed data is not accurate enough to
be used as the sole factor to interpolate values. If the totd accuracy is guaranteed, only
the starting point and end point of the whole section need to be defined as key points.

To describe the above agorithm mathematicaly, suppose for a subsection the
darting milepost is s, which corresponds to frame number fs, and the end milepodt is €,
which corresponds to frame number fe. The number of milepodts in this subsection n can
be calculated as



in which step is the distance between consecutive mileposts. In the current database, the
vaue of gep is 25 meters.  Suppose the speed vaue for milepost 1 (iis 1 — n-1) is
gpeed(i). The corresponding frame number is frame(i). The traveling time for the video
to cover this subsection T is cdculated as

The frame numbers for the rest of mileposts are cdculated as

_ (fe- fs) d  sep
)T ()

frame(i + fs.

Database updates are involved in the index building module.  Because the
Microsoft Access ODBC driver supports database updates, it is just a smple matter of
cdling the gopropriate update functions with proper SQL commands to finish building
theindex. Theindex building processis shown in Figure 3.

(Begin Building Index>

| Get Input Data ‘

A

| Convert First and Last Pointsto Key Points |

A
—»{  Get next Sub-section Delimited by TwoKey |

A

| L oad Database Records for the Sub-section |

A

| Linearly Interpolate Frame Numbers Using Speed Data |

A
Update Database Records |

No

Last Section?

Yes

( End Building Index)

Figure 3 — Index Building Flowchart
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The Synchronization of Video and Site Data Display

When MMHIS is dated with a query, the information displayed is dl
gynchronized. That is, when the video is playing, data displayed in dl other windows
change dynamicaly with the video frames. The view window of the MMHIS control
module has a timer set up a credtion time.  This timer, cdled the synchronization timer,
is used to synchronize the display of Ste data with the video. The synchronization timer
handler in the MMHIS control module does not actudly find the correct data and display
them. Instead, it acts as adirector to orchestrate al sub-modules of MMHIS.

The synchronization process uses a frame range to check if the current frame of
the video is 4ill in the range for the current milepost. The range is updated when the site
data and the video frame are synchronized. The firg time a query is Sarted, this range is
st to an impossible range to guarantee that the synchronization operation is applied upon
initidization. The synchronization processisshownin Fgure 4.

Gtart Synchronization OperaticD

!

| Initidize FraneRange |

44 Synchronization Timer

| Get Current Video Frame |

&
<«

Current Framein
Frame Range?

| Query Frame Index Table for New Milepost, Turning Flag, and Frame Range

| Check Skipped Turning Flag |

L |

L l

Query New Site Update Update Update Map Process
Dataand Update| | Roughness Rutting Location Turning
Site data Display Graph Graph Indicator Display| | Movement

| | | |
. ‘\Ya
Continue Query?

@d Synchronization Operatio)

Figure 4 — The Synchronization Process Flow Chart
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DATABASE STRUCTURESOF MMHIS

There are four database layers in the MMHIS. The first layer contains the State
regidration table. The second layer contains the date magter table.  The third layer
contains tables that dore engineering dte data, frame index, turning movement
information, and the data disolay format. The fourth layer contains the yearly data table.
These tables are used to store data collected in different years for the roads. This layered
dructureis shown in Fgure 5.

Layer One
State Registration Table
Layer Two
State Master Table
Layer Three
Fixed Data Table
Data Format Table
Y early Registration Table
Frame Index Table
Layer Four
Turning Information Table
Yearly Data Table

Figure5 — TheLayered Database Structure For MMHIS
The State Registration Table

The date regidtration table is used to regigter al the dtates in the US. Each date
has a record in this table. The sructure of this table is listed in Table 3. The primary key
for this table is St at eName. Thefidd St at eMast er Tabl eExi st determines if a
corresponding table (state master table) in the second layer exids for the state.  Other
fidlds gspecify the map database (which is saved separatedly from the database for
engineering Site data), and basic atributes of the map.

15



Field Name Data Type | Short Description \

StateName Text State Name

StateShortName Text Abbreviation of State Name

StateM asterTableExist Boolean Yesif the state has a master
table; Noiif not.

MapPath Text Path for all thefilesrelating
to map rendering

DemFileName Text Name of the digital elevation
moda file

MapFileName Text Name of the raster map file

ShapeFileName Text Name of the rendered terrain
shapefile

LocationinfoFileName Text Name of thefile that contains
location information

FlatM apFileName Text Name of the 2D mapfile

HatXFileName Text Name of the 2D x-coordinate
file

HatY FileName Text Name of the 2D y-coordinate
file

ZoomMapFileName Text Name of the zoom map file

ZoomXFileName Text Name of the zoom x-
coordinatefile

ZoomY FileName Text Name of thezoomy-
coordinatefile

InitZoom Number Zoom factor for the whole
state

InitCenteri Number Initia x-coordinate of the
center point

InitCenterj Number Initia y-coordinate of the
center point

FlatMapWidth Number Width of the 2D map

FlatM apHeight Number Height of the 2D map

Table3 — The Structure of State Registration Table
The State Master Table

The date master table regigers dl the roads in the corresponding date.  Each
record in this table represents a unique route. The dructure of this table is shown in
Table 4. The fidd Rowl D (RoadI D atribute of the entity ROAD) is the primary key for
this table. The vaues of Rout eNunber and Di r ect i on can dso uniquey identify a
record in this table. They are dso usaed as keys for this table. Other fields represent the
exigence of other tablesin the third layer.

Attention should be paid to the Dat abaseFi | eName fidd. This fidd specifies
the actud database that hogts the corresponding tables in the third layer. As pointed out
later, the MMHIS uses Microsoft AccessB DBMS as the physcd implementation
plaform of the database sysem. The Microsoft Access database has a limitation on the
number of tables in each database. Putting dl of the tables in one database may cause
problems since the tota number of tables may well exceed the limit.

16



Induding the Vi deoFi | ePat h fidd dlows the sysem to put video files for
different states to different locations and makes it easier to manage the video files.

' Fidd Name ~ DataType | Short Description
RowlID Number Record serial number
RouteNumber Text Route number
Direction Text Direction
FromMilePost Number Start milepost of the

road
ToMilePost Number End milepost of the road
FixedDataT ableExist Boolean The existence of the
fixed datatable
FramelndexTableExist Boolean The existence of the
frame index table
TurningMovementT ableExist Boolean The existence of the

turning movement
information table

Y earDataRegistrationTableExist | Boolean The existence of the
yearly dataregistration
table
SiteDataFormat T abl eExist Boolean The existence of the site
dataformat table
DatabaseFileName Text Database file name for
all the above mentioned
tables

VideoFilePath Text Path for the video files
for the current route

Table4 — The Structure of the State Master Table

Fixed Data Table

This table stores the basic information for each route. The data stored in the table
normdly reman the same for a cetain period of time. The table only sores the latest
vaues for the fidds. The fidds Longi tudeGrid and LatitudeG i d are used to
dore the spatia location for each milepost. This is used in the MMHIS to mark the
location of the current point on the map. In this table, the M | ePost fidd is the primary
key. The structure of thistableislisted in Table 5.
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Field Name | DataType Short Description

MilePost Number Milepost

Lane Number Number of lanes

PavementWidth Number Total width of the
pavement

L eftShoul der Number Width of the left shoulder

RightShoulder Number Width of theright
shoulder

District Text District

Area Text Area

Region Number Region

ADT Number Average daily traffic

ADL Number Average daily load

GrowthFactor Number Growth factor

StructureNumber Number Structure number of the
pavement

Project Text Project

Y ear Number Y ear

Layerl Text Layer 1 Material

Thicknessl Number Thickness of Layer 1

Layer2 Text Layer 2 Material

Thickness2 Number Thickness of Layer 2

Layer3 Text Layer 3 Material

Thickness3 Number Thickness of Layer 3

Layerd Text Layer 4 Material

Thickness4 Number Thickness of Layer 4

Layer5 Text Layer 5 Material

Thicknessb Number Thickness of Layer 5

Layer6 Text Layer 6 Material

Thickness6 Number Thickness of Layer 6

Rate Number Rate

Speed Number Speed of the vehicle when
the data was collected

LongitudeGrid Number L ongitude coordinate of
the current point

LatitudeGrid Number L atitude coordinate of the
current point

Table5 — Thesructureof fixed datatable

The Data Format Table

The table contains information on the forma of the Ste data display. Users can
modify the contents of this table to change the output format of the dte data The
primary key for this table is Fi el dName. The vaues of this fidd correspond to the
fidds in the fixed data table and the yearly data table (mentioned later). MMHIS can use
two unit sysems to display Ste data. To alow users to decide what to display for the
units, severd fidds are induded in this table specifying the name of the unit and the
conversion factor for the unit. The Structure of thistableisligted in Table 6.
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Fidd Name Data Type Short Description

FieldName Text Field name in the database
tables

Caption Text Field caption shown in the
site data view

Type Text Datatype of the current field

Unitless Boolean Whether or not the field has a
unit

MetricsUnitName Text Unit name for the field when
metric unit system is chosen

MetricsConverter Number (single) Multiplier for converting the
field value to metric system
values

ImperidUnitName Text Unit name for the field when
imperia unit system is chosen

Imperial Converter Number (single) Multiplier for converting the
field valueto imperial system
values

Format Text Format specifier for thefield
data

GroupName Text Name of the category to
which the current field
belongs

DefaultDisplayOrder Number (integer) Default order to display the
fields

SourceTable Text Name of the table to which
the current field belongs

Table6 — The Structure of the Data Format Table

TheFramelndex Table

The frame index table contains the synchronization information thet is used to
synchronize the Ste data display with the video display. The M | ePost fidd is used as
the primary key for this table. Since on the Windows NT ® operating system there is a
limit on the 9ze of video files, multiple video files are normaly needed for a road. The
Vi deoFi | eNane fidd is used to dore the file names for the videos. The gSructure of
thistableisshownin Table 7.

ype ______ ShortDescri
MilePost Number (long integer) Milepost
VideoFileName Text Name of thevideo file
StartFrameNumber Number (long integer) Start frame for the
current milepost
EndFrameNumber Number (long integer) End frame for the current
milepost
TurningM ovementFlag Number (byte) Flag for turning
movement

Table7 — The Structurefor the Framelndex Table
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The Turning Movement Information Table

The turning movement information table contains information on the location and

destination of turning points. The structure of thistableis shown in Table 8.

Field Name | Data Type Short Description |
MilePost Number (longinteger) | Milepost

L eftState Text L eft turn destination state
LeftRowID Number (long integer) | Left turn destination route
LeftMilePost Number (longinteger) | Left turn destination milepost
ThroughState Text Through destination state

ThroughRowID

Number (long integer)

Through destination route

ThroughMilePost

Number (long integer)

Through destination milepost

RightState Text Right turn destination state
RightRowID Number (longinteger) | Right turn destination route
RightMilePost Number (longinteger) | Right turn destination

milepost

Table 8 — The Structure of the Turning Movement I nformation Table

TheYearly Registration Table

The year regidration table has one record for each year that has yearly specific
data Each record in this table has a corresponding table in the fourth layer. The

dructure of thistableisliged in Table 9.

| Field Name
Y ear

| DataType
Text

Short Description
The year number

LogFromMilePost

Number (long integer)

Starting log milepost

LogToMilePost

Number (long integer)

End log milepost

Table9 — The Structureof the Yearly Registration Table

TheYearly Data Table

The yearly data table contains each year's data The dructure of this table is

shownin Table 10.
| Field Name Data Type Short Description

MilePost Number (long integer) Milepost

Cracking Number (single) Cracking value

RoughnessL eft Number (single) L eft wheel roughness

RoughnessRight | Number (single) Right wheel roughness

M Number (integer) Field taken from Arizona
database

RuttingL eft Number (single) Left wheel rutting

RuttingRight Number (single) Right wheel rutting

Patching Number (integer) Patching

Flushing Number (single) Flushing

ADT Number (long integer) Average daily traffic

Table10 — The Structure of the Yearly Data Table
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Functional Dependercies of Databases

The functionad dependencies are shown in Figure 6. The above database schema
design conforms the normalization criteria INF, 2NF, and 3NF. It has dependency
preserving and losdessjoin properties.

State Registration Table

|StateName| StateShortName | StateShortName | StaIeMasterTabIeExist| StateMasterTabl eExist |

| f f f f

| MapPath | DemFileName | MzpFileName | ShapeFileName | ... | FlatMapHeight |
f f

StateMaster Table

| RowlD | RouteNumber | Direction | FromMilePost | ToMilePost | ...... | VideoFilePath |
t | | t f f

Fixed Data Table

| MilePost | Lane |PavementWidth | LeftShoulder | RightShoulder | ... | LatitudeGrid |
| f f f f f

Data Format Table

|FieIdName| Caption | Type | UnitI%s| Caption |MetrichnitName| ...... |SourceTabIe|

f f f

Framelndex Table

| MilePost | VideoFileName | StartFrameNumber | EndFrameNumber | TurningMovementFlag |

| f f f

Turning Movement Information Table

| MilePost | LeftState | LeftRowlD | LeftMilePost | ... | RightMilePost |
| f f f

Yearly Registration Table

| Year | LogFromMilePost | LogToMilePost |

| f f

Yearly Data Table
| MilePost | Cracking | RoughnessL eft | RoughnessRight | RuttingL eft | ...... |ADT|

| f f f f f

Figure 6 — Functional Dependencies of Databasesin MMHIS
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Database | ndexes

MMHIS uses database indexes to speed up queries. The primary key in each
table is automaticaly indexed. Additiond indexes are added to each table according to
the needs of queries. The indexes for the database tables in MMHIS are shown in Table

11 - Table 18.

Index Name Field Name  Sort Order | Primary | Unique | IgnoreNulls
PrimaryKey StateName Ascending | Yes Yes No
StateShortName | StateShortName | Ascending | No Yes No

Table11 — State Registration Table I ndexes

| Index Name ' Field Name Sort Order Primary Unique  IgnoreNulls
PrimaryKey RowID Ascending | Yes Yes No
RouteNumber RouteNumber | Ascending | No No No
RouteNumberAndDir | RouteNumber [ Ascending | No No No
Direction Ascending

Table12 — State Master Table | ndexes

| Index Name Fidld Name Sort Order Primary | Unique IgnoreNulls
PrimaryKey MilePost Ascending | Yes Yes No
LatitudeGrid L atitudeGrid Ascending | No No No
LongitudeGrid LongitudeGrid | Ascending [ No No No

Table 13 — Fixed Data Table Indexes

PrimaryKey | FiddName Ascending | Yes Yes [ No

DefaultDisplayOrder | DefaultDisplayOrder | Ascending | No Yes No

Table14 — Data Format Table Indexes

Index Name Sort Order  Primary \ Unique  IgnoreNulls
PrimaryKey MilePost Ascending | Yes Yes No
EndFrameNumber EndFrameNumber Ascending | No No No
StartFrameNumber | StartFrameNumber | Ascending | No No No
VideoFileName VideoFileName Ascending | No No No
VideoAndFrame VideoFileName Ascending | No No No

StartFrameNumber | Ascending
EndFrameNumber Ascending
MilePostAndFrame | MilePost Ascending | No No No
StartFrameNumber | Ascending

Table15 — Framelndex Table Indexes

IndexName | FiddName  SortOrder Primary Unique IgnoreNulls
PrimaryKey MilePost Ascending | Yes Yes No

Table 16 — Turning M ovement Information Table Index



| Index Name Fidd Name Sort Order Primary Unique  IgnoreNulls |

Tablel7 — Yearly Registration Table Index

IndexName | FiddName  SortOrder Primary Unique IgnoreNulls
PrimaryKey MilePost Ascending | Yes Yes No

Table18 — Yearly Data Table Index
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NETWORK AND HARDWARE | SSUESIN A PRODUCTION ENVIRONMENT

MMHIS Network Performance Requirements

A dngle digitd video dream based on the Nationd Tdevison Standard
Committee (NTSC) standard has a data rate of about 200 kilobytes per second for
MPEGL, 0.5 to 2 megabytes per second (MB/s) for most MPEG2 sgnals, and 3 to 5
MB/s for Motion JPEG. Common networks based on Token Ring or Ethernet have the
shared data bandwidth of 16M bit/sec and 10 M bit/sec (2 MB/s and 1.25 MB/s)
respectively. The effective actud bandwidth avallable to a station can be much less than
the specified rate of 16 Mb/s or 10 Mb/s, due to (1) the nature of bandwidth sharing for
both Ethernet and Token Ring, (2) network overhead. In addition, the two types of
networks are optimized for carrying packet and burst data, and do a poor job of carrying
ful-motion video that requires guaranteed bandwidth. In order to provide multiple
dreams of video data (more than 10), the throughput of the traditiond network needs to
be improved and the bandwidth for individua <ations needs to be guaranteed.
Furthermore, it is required that video streams be ddivered in a particular order with very
gndl and conggent latency. Otherwise, frame drop and un-synchronizaion would
occur. Ethernet, Token Ring, and Fiber Didributed Daa Interface (FDDI) use shared-
medium and are not cgpable of carrying motion video in a timely fashion. Therefore, the
chdlenge is to desgn a proper network to both provide high bandwidth and guarantee
video delivery.

The MMHIS capable computer network should be able to carry a number of
sarvices, incduding low speed data transmisson for regular data sets and mail, medium
goeed data transmisson for CAD design files, and high speed data transmisson for the
digribution of high qudity video footage of highway sections Therefore, the network
sysem cannot be designed specificdly for one servicee Fgure 7 shows a range of
sarvices with an edimated bit rate of a few bit/s up to some hundreds of Mb/s. The
holding times (continuous transmission period) vary from seconds to hours.

holding time (S
A g (s

10° %
10°
High Quality Video
10"
High Speed
10° - Vistes Data
Low Speed Hifi Sound
107 Data Videophony
10"
Telemetry
10° |
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1®° 100 1? 100 100 160 1® 100 10° 10° Ditrate(bit/s)

Figure 7 — Range of Servicesin a Multimedia Network [3]
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Ethengt and Token Ring technologies ae limited in ther bandwidth and
cgpabilities of ensuring timely ddivery of multimedia data  Recently, switched Ethernet
has become a codt-effective gpproach to increase the available bandwidth from a dtation
to a saver. In a switched Ethernet based network, every dation has a dedicated
bandwidth of 10 Mb/s to the switch, which has a bigger data pipe to the server with 100
Mb/s bandwidth. The 100 Mb/s Ethernet link from the server to the switch is cdled fast
Ethernet.  Although data throughput is increased in the switched Ethernet, the inherent
limitations of Ethernet dill reman in area of time trangparencies.  For ingtance, when an
MPEG2 video stream at 4 to 8 Mb/s is requested from a client, and a the same time a
CAD file gets transmitted from the server to another client, there is no guarantee that the
video stream will be ddivered uninterrupted. Mogt likdly jitters will occur to the video
dream a the client gation. In redity, there could be many data transmissons underway
a a paticular point of time in the network. Apparently, even switched Ethernet is not a
good solution to the problem of providing guaranteed bandwidth for the MMHIS system
or any types of didtributed multimedia services with a high video quality requiremen.

In the last decade, tremendous research has been conducted by both
telecommunication and computer network indudries in the area of providing high qudity
daa service with guaranteed bandwidth in computer networks. A technology cdled
Asynchronous Trandfer Mode (ATM) has emerged as the dominant approach to solve
wide and loca area data transmisson problems by providing very high speed connections
with guaranteed bandwidth for various types of services, including the bandwidth hungry
video/audio transmissons.

Asynchronous Transfer Mode (ATM) and Gigabit Ethernet

ATM is an extremdy fadt, high bandwidth, packet-switching technology created
by the tdecommunication industry. In an ATM environment, computers are connected
through adapter cards and network wire to a centrd ATM switch. ATM bresks dl traffic
(voice, video or data) into equa Szed 53-byte short packets, known as cells. Each cell
has a 5byte header. Therefore, the user data in each cell amounts to 48 bytes or 90% of
the totd data The sze of 48-byte information fidd in the ATM cdl was determined
through compromise by the two industry groups in Europe and the US, which preferred a
32-byte sze cdl and 64-byte sze cel respectively. In return for the 10% overhead, ATM
brings two benefits. Fird, its short, fxed length cdl makes ATM better than frame relay
and exisging LAN protocols, which al use variable length packets, for carrying red-time
data and multimedia applications. Second, ATM's short packet format enables the cells
to be formed and routed dmog entirely in hardware. This hardware capability is likely to
dlow fa fager network speeds than are possible with today's multiprotocol routers,
which rey on software to handle the bulk of the switching task. More importantly,
ATM's speed is scaable up to many gigabity's [2]. The resulting bandwidth is avallable
from each gation to a server or another gtation, which provides a big advantage over the
shared bandwidth technology in Token Ring, Ethernet and FDDI. “Asynchronous’ in
ATM comes from the fact that cells headed to a destination gppear a varying intervals.
Therefore, it is dlowed to perform asynchronous operations between the sender clock
and the receiver clock. The difference between the clocks can be solved by usng empty
cellsthat do not contain useful informeation.
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When an ATM connection is established, the sender’s information is segmented
into 53-byte cels and transmitted through the network. The recelver then reassembles
the cdls into the origind format. The 5byte header carries information about the Virtua
Channd (VC) and Virtud Path (VP) in use, the payload type, and prioritizes cdl loss. A
VP is a group of VCs. The channds and paths are referred to as virtud because many
channels and paths can be edablished smultaneoudy in the network. A VC carries
information of application specific servicess The VP aggregates VCs dedtined to the
same dedingion to properly dlocate transmisson resources. The flexibility and
religbility of the network can be improved by dynamicdly modifying VPNVC capacity
and routing.

The ATM Adaptation Layer (AAL) inserts payload data into the 48-byte
information fidd of the ATM cdl. The AAL provides the flexibility to cary different
types of services with the same forma. The network’s task is to use the information in
the packet’s header to route the cdl from one point to another. With some AAL types, up
to four bytes of the payload type may be used by the adaptation process itsdf, leaving 44
bytes for the user data.

ATM Performance Characteristics

Nether error protection or flow control is provided on a link by link bass in an
ATM network. The links in ATM networks have a very high qudity, or low Bit Error
Rate (BER). The omisson of eror correction protocol improves data transmission
efficiency. In addition, ATM operates in a connection-oriented mode, which alows the
network to guarantee a minima cel loss ratio, and therefore provide maximum qudlity.
As a reault, the flow control that is used frequently in other computer networks is not
needed for ATM. At cdl set-up, if enough resources in the network are available, the
connection is then initidized. When the connection is established, the probability of
overflowing the network is very smell, lessthan 10 [3].

Deay issues in time trangparency are mainly gpplicable to red time services such
as the MMHIS. Other computer data transmissons are not particularly sengtive to
ddays such as CAD file transmisson. In addition, due to the lack of error correction
protocols in ATM, three sources of error determine the overdl BER in an ATM network:
(1) eror in the information fidd in the ATM cdl, (2) eror in the header fidd in the ATM
cdl and, (3) queuing overflow resulting in loss of cel in the switch.

In a Loca Area Network (LAN) bassd ATM environment, the deday times
include (1) the digance dependent Transmisson Deay (TD), (2) Peacketization Deay
(PD) at the sender end, (3) Depacketization Delay (DD) a the receiver end, and (4)
Switching Ddlay (SD). The sze of ATM cdl affects the overdl network dday, the
tranamission efficiency, and the implementation complexity. It is shown [3] tha when
the sze of the ATM cdl (packet) is fixed to 53 bytes, the totd delay is limited, which is
an advantage for red time services.
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Quality of Service (QOS)

Properly implemented ATM networks solve the mgor problems of exigting
popular networks in the two areas of high speed interfaces and multimedia support with
video, voice, and data in one transfer. Congant Bit Rate (CBR) and Vaiable Bit Rate
(VBR) are typicdly for the transmisson of voice and video respectively. Unspecified Bit
Rate (UBR) and Avalable Bit Rate (ABR) can be used for regular data traffic. Each
traffic type requires a different quality of service (QOS) with properties such as the
amount of bandwidth reserved, delay tolerance, and variation.

QOS of a connection is a generd indicator relating to cel loss, dday, and delay
vaiation incurred by the cels beonging to that connection in an ATM network. It
represents user perception of service qudity at the receiving end of the network. It is a
function of termina capability (bit rate) and network performance such as cdl-loss ratio
and bit errors in a cdl payload [4]. The bit rate ranges from videophone a a very low
rate of 64 Kb/s (Kilobits per second) to High Definition Televison a over 20 Mb/s. The
bandwidth management, key to the support of multiple services on ATM, guarantees
QOS for high priority, dday sendtive CBR and VBR traffic, while providing bursty UBR
and ABR traffic with far access to the remaning network bandwidth. For example,
ATM switching ensures the integity of CBR and VBR connections through connection
admisson control dgorithms.  How control and intelligent buffering are used in the
ATM switch to optimize the bandwidth avaladle for data traffic (UBR and ABR). Fow
control detects congestion in the network and informs the sending device to dow down.

Gigabit Local Area Networking for MMHIS

In an MMHIS, a number of computers connected through a network medium are
used to trangmit and receive high qudity video dreams and regular engineering
databases. The MMHIS needs to be scaable to accommodate the data rate of future
digitd tdevison dandards. For ingance, one uncompressed High Definition Teevison
(HDTV) dream caries a data rate of over one Ghb/s (gigabit per second). The
compression ratio for an HDTV sgnd can be from 20:1 to 50:1. Based on a sudy by
Kinoshita et d. [5], the peak rate can be 65Mb/s and an average 10 to 20 Mb/s for one
HDTV dream transmisson in an ATM network. Based on communicetions with a State
Highway Agency (SHA), the possble number of smultaneous users accessng video and
data streams can be as high as 50. Therefore, the aggregated data rate in an MMHIS
network will well exceed one Ghb/swhen HDTV leve video streams are used.

A gigabit LAN is a LAN for which the physcd communication medium has a
peak bandwidth on the order of one Gh/s or higher, and for which an end user is able to
redize this gigabit performance [6]. Clearly, an MMHIS based network will be a gigabit
LAN. In high speed networks, the specification for transmisson protocols follows the
SONET (Synchronous Optical Network) standards based on the base signd rate of 51.84
Mb/s, which is commonly referred to as OC-1. The higher speeds are OC-3, OC-12, OC-
24, and OC-48 with the speeds of 155.52 Mb/s, 622 Mb/s, 1.244 Gb/s and 2.488 Gb/s
respectively. ATM adapter cards at OC-3 speed are widdy available. Many LAN based
ATM switches have aggregated datarate at or over the OC-48 specification.
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The Video and Storage Server

Transmisson of multiple digitd video dSreams requires very high condstent data
throughput for every sub-system in the MMHIS that processes the streams. The sub-
gysems include the desktop CPU's, bus and display cards, the networking devices
(adapters and switch), and the video server and storage mediums.  Specid atention needs
to be focused on the capahilities of the video server and the video Storage. For example,
a traditional uniprocessor based server is not able to handle multiple video Streams.
Virtudly dl video savers ae based on the powerful symmetricd multiprocessng
dructure with multiple microprocessors.  Multimedia dso requires huge amounts of data
dorage and a very high sustained data rate. Storage Size and sustainable speed are two
critical factorsfor the implementation of a storage server for the MMHIS.

Issues Related to Multimedia Oriented Network Operating Systems

In a multimedia application, it is required that large blocks of digita video/audio
data be trandferred smultaneoudy and continuoudy in order to ensure the high degree of
consgency in picture frame and synchronization with audio or other data. The dominant
network operating systems used today do not have the capability to coordinate video data
flow sufficiently to ensure video qudity on the clients desktops. The current network
management  software  emphasizes daa integrity through eror control  protocols.
Therefore, it is imperative to ensure that video/audio data steams flow at conggent
latency in the network and no traffic clogs for video/audio data occur. It should be noted
that even though many ATM dandards have been s, some important standards
regarding QOS and MPEG2 video transmisson are not reedy yet.

Protocols are software layers in the network, which ensure that data arives
without errors, and traffic flows are regulated properly. For video/audio data, a specid
video protocol is necessary to make sure there is a highly reiable connection for an
uninterrupted stream of data.  The flow of regular data can be conducted through the
norma protocols.  With this pardld protocol approach, video/audio data will have
priority over other data flows. Normad data flows yield right of way to video/audio data.
The chdlenge in developing a continuous-media software solution for video lies in the
management of a large number of data streams leaving the server. A critical technique in
developing such a solution is through the use of a set of ATM gpecific Application
Programming Interfaces (APls). The new WinSock 2 specification that includes ATM
APIs as standard features will be used in the development of the MMHIS.

Requirements for the Multimedia Storage Server

The MMHIS consgts of client stations, one or more storage systems, a high-speed
ATM network, rea-time-service oriented operating systems and customized applications.
The client gations are able to recelve very fat ATM cdls, repacketize them, and decode
the video data and display the motion video to the computer screen with synchronized
enginering data sets.  The dorage system should be able to smultaneoudy process
multiple requests for video and data streams and send the requested data fast enough to
the clients through the ATM network.
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There are four fundamenta characterigtics of the storage server for MMHIS:

Real-time storage and retrieval of continuous video media.
Large data transfer rate and huge storage space requirement.

Dynamic synchronization with and display of traditional engineering data ts
with the video frames.

Multiple simultaneous accesses to the video and data files.

The storage requirement of video footage aa MPEG2 qudity (average 5 Mb/s) is
about 222 GB for a 5,000-lane-mile intersate system when the video is recorded a the
speed of 50 miles per hour. This huge storage needs to be randomly accessed by multiple
users a any point of the video footage.

Continuous playback of a video stream congds of a sequence of refrieving video
blocks from server disks with scheduled play time. It is possble to fetch the video
gsream from the server fast enough to be played back at the client gation. However, the
bursty nature of data retrieval from disks does not guarantee continuous operation of the
video display. Quite possbly, there will be disruptions of the display due to inadequate
video data. Therefore, a buffer storage needs to be used at the client station or the server
to contain the video dream before it is played as shown in Figure 8. Buffering is both
expensve and time-consuming. The god is to desgn a sysem that would prevent client
davation for video data and a the same time minimizing buffer space and initidization
laency. Employing modest amount of buffering enables conventiond file and operating
systems to support continuous storage and retrieval of isolated video streams.
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Figure 8 — Buffering Schemefor Video Stream Playback

The multimedia dorage server has to process requests from severd dients
dmultaneoudy. More often than not, different clients may request to view different
locations of the highway video footage.
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File Systemfor the Server
The following factors need to be consdered for the server storage:

simple, hierarchical directory structure,
efficient use of low-cost, high capacity disk drives,
efficient handling of both large and small file system objects, and

optimization for random access, rather than sequential access.

In addition, it is not necessary nor possible to optimize access based on a drive's
physcad geometry. It is not possble to even determine the red drive geometry a dl:
track and sector sparing, automatic sector reassgnment, eic. The actud disk layout is
completely hidden from the user and optimized for large sequential accesses. Most new
drives have large data buffers and perform read-ahead and write-behind operations. The
bet way to get optimum peformance is to stream large amounts of sequential data
gmilar to a traditiond tgpe drive. Therefore, the filing system for the video server should
be able to:

lay the disk out so that objects are in large, sequential chunks,
allocate 1/0 buffers so that transactions are as large as possible, and
minimize the amount of disk seeking.

The dgorithm to be used is graightforward, assuming dl new files are going to be
large, and disk space can then be reserved accordingly. Therefore, when dlocating space
for a file, reserve a large contiguous chunk a the beginning, and then use up the
reservation as needed. As a video file grows, extra contiguous chunks are reserved.
When the file is closed, the unused space is freed. In MMHIS, one large video file can be
used to cover a few hundreds of miles of roadway. This file may need to be updated only
annudly. Therefore, this filing system is gpplicable for MMHIS.  In addition, only read
operations ae dlowed on video files in an MMHIS sysem, which smplifies the
optimization of the file structure due to the infrequent write operations. Although this
dgorithm may cause the fragmentation of disk space, as the contiguous files are very
large with the szes of multiple gigabytes the Sde effect of spare blocks can be
minimized through an efficient managing dgorithm.

In the task of optimization for sequentid access, it is redized that in an MMHIS
gystem, the accesses to video files are read-only operations and sequentid in nature.
However, the initidization of viewing request is random in nature. For instance, multiple
users may request to view any section of the roadway at the sametime.

It should be noted that cache drategies used frequently to improve storage
performance do not apply to video files Video files used in MMHIS are gigabytes in
sze. The application of a cache can only add overhead to a disk streaming operation, and
the 9ze of any type of cacheis much smdler than atypicd video filein MMHIS.



Disk Arrays for the Server Storage

The sustained bandwidth of a single hard drive can be as high as 10 MB/s for
sequential access. However, when multiple users access the video filg(s) in a dngle
drive, the avalable bandwidth for individuad user's video sream is much less than the
average theoretical rate, for example, 10 MB/s divided by the number of users. The
overhead is due to head seeking time and disk management. Therefore, the sructure of
putting a number of drives to a Smdl Computer System Interface (SCSI) channd will not
be able to adequately serve multiple users.

A technology cdled Redundant Arrays of Inexpensve Disks (RAID) is widdy
used to overcome the inherent throughput limitations of a sngle dik drive.  Vaious
RAID configurations are desgned to address ether performance or reiability. RAID
comes in severd flavors from levels zero through five. Each levd is optimized for
various capabilities, including improved peformance of read and write operations, and
improved data availability through redundant copies or parity checking.

The computer industry's experience with SCS has brought to light the need for
improvements of versdility and throughput. For ingance, even in a RAID and SCSI-2
based system, the dorages maximum sudainable rate is about 20 Mb/s.  New
gpplications, like video and image processing, have crested a demand for huge increases
in dstorage capacity. Some cgpacity requirements are 0 large that it is difficult to
configure enough SCS buses to make sufficient drive addresses available to attach the
needed number of drives.

One solution is a reaively new technology cdled Fiber Channd, which is a
dandard interface adopted by the American Nationa Standards Inditute. The existing
implementation of Fiber Channd is cdled Fiber Channd - Arbitrated Loop (FC-AL).
FC-AL is used as a direct disk atachment interface for 1/0O performance-intendve
gystems. SCSI-3 (Smdl Computer Systems Interface-3) has been defined as the disk
protocol, which is aso technicaly referred to as the SCSI-FCP.

The Fiber Channd interface is a loop architecture as opposed to being a bus - like
standard SCSI-2. The Fiber Channd loop can have any combinaion of hosts and discs
up to a maximum of 126 devices and provide 100 MB/s of bandwidth. The maximum
cable distance can be as long as 10 kilometers. In addition, FC is a generic, standard
interface, supporting many protocols, such as SCSl, Internet Protocol, and ATM. The
loop structure enables the rapid exchange of data from device to device. Devices can be
removed or inserted without disrupting the operation of the loop. The drives atach
directly to the backplane for both signd and power. Neither jumpers nor switches need
be st on the drive.  The controller determines a drive's address from ether the relative
position on the backplane or the drives unique |EEE Fiber Channel address.

MMHIS Development

The test data for the MMHIS was collected in a van as shown in Figure 9, which
uses Super-VHS or a amilar qudity system for video recording. The source video is then
sent to the compresson sysem for MPEG encoding. Figure 9 dso illudrates the
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multimedia data flow within a date highway department. ATM networking technology is
used in MMHIS to link the client dations, the production Station, the server and the
encoding system.

Mu T\\\

Design Planning Traffic & Safety Pavement & Bridge Executive Offices

| |
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Figure 9 — Video Data Flow In The MMHISFor A State Highway Department

A moation JPEG comparable video stream in MPEG formet is normaly referred to
as a type of high qudity MPEG specification known as MPEG2 of Man Profile & Man
Levd. A combination of profile and leve determines the frame rate and sze. For
example, MPEG2 of Main Profile a High Leve Type 1 is to be used for US HDTV with
the resolution of 1,152 lines/frame, 1920 pixegline and 30 frames per second [7]. The
current mainsream MPEG2 is Man Profile a& Man Levd with the resolution of 720 by
480. It is determined that in order to provide ussful video information for highway
engineering work, high qudity digitd video for the MMHIS is required. Either MPEG2
or Motion JPEG can provide Super-VHS or higher qudity that mests the qudity
requirement. Even though motion JPEG based CODEC's provide very high qudity
video, it requires over 5 times more daa throughput than a comparable qudity MPEG
video stream. Therefore, MPEG2 of Man Profile & Main Levd is to be used in the
actua development of the MMHIS.

The Hardware Sructure for the MMHIS
Client and Server.

Based on current practices of highway agencies and fast growing cgpabilities of
Intel x86 processors and related 1/0O sub-systems, the hardware platforms for both the
video server and clients are going to be Pentium or better computers.  The video server is
symmericdly based with four or more dae-of-the-art Intel processors to distribute the
management of data streams among processors.  The computer bus is based on PCI with
apeak /0O bandwidth of 132 MB/s.
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Storage.

The storage requirement of video footage aa MPEG2 qudity (average 5 Mb/s) is
about 222 GB for a typica 5,000-lane-mile interstate system when the video is recorded
a the speed of 50 miles per hour. The sustained throughput for the video storage is one
of the criticd dements in the MMHIS to ensure timely delivery of multiple video streams
to the desktop computers. Fiber Channd and RAID-3 will be used as the server storage
technology.

ATM based networking devices.

This includes adapter cards for each computer and switch(es). OC-3 based
155Mb/s cards and a 2.5Gh/s ATM switch are used in the development.

MPEG2 encoder

One MPEG2 encoder of Man Profile a Man Levd is necessxy for
development. Only one encoder is needed for a production level MMHIS. An MPEG2
decoder and video card is used for each client station. Many vendors have developed
combo PCIl based video cards that overlay MPEG quadlity motion video on the computer
screen. New MPEG2 based combo video cards will be used in this MMHIS, which alow
usto overlay MPEG2 video on the computer screen of a client station.



OPERATIONOF MMHIS
Starting up the System

MMHIS is started by double-dicking the icon of the MVHI SMai n. EXE file The
opening screen is Smilar to the screen shown in Fgure 10.
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Figure 10 — Startup Screen of MMHIS

Startinga New Query

A man application of the MMHIS is to examine the right-of-way view dong with
dte-accurate location data. The user can dat up a query by giving input data on the
location of the Ste: choose New from the File menu to open the MMHIS Query Location
dialog box shown in Figure 11.
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Figure 11 — The Query L ocation Dialog Box

The user is required to choose dtate, route number and direction of the highway
that is going to be queried, and the year number from the above didog box. The darting
milepost number needs to be input in the above didog box. Note that the default unit of



the milepost number is kilometer. The unit can be changed to mile by dicking on the
button shown in the didog box. After the above information is entered into the diaog
box, click OK to begin running the query. Please note tha MMHIS dynamicaly loads
database information into the system. For ingance, when the route number and direction
is sdlected, the avalable years in the next lig box are displayed immediaidy. When the
year number is chosen, the digance range of the particular highway is immediatdy
shown in the third entry. For more information on how to manipulate a query, see the
sub-section Running a query.

Opening an Existing Query

Queries can be saved into MMHIS query files. When saving a query, the query
date, route number, direction, milepost, unit sefting, data update rate, window
management  settings, windows  layout, Ste data formet, font setting, and graphing
window zooming factor are dl dored to a disk file. The next time MMHIS is run, the
user can smply open the saved query and continue doing work on that query. There are
two ways to open an exiding query. One is to choose the file from the Most Recently
Used File lig on the File menu. The other is to choose Open from the File menu to
activate the Open diaog box shown Figure 12.
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Figure 12 — The File Open Dialog Box

The default extenson for the query files is . HI S (meaning Highway Information
System). To keep every file organized, it is recommended that al query files be put into
acommon directory, eg., C: \ MVHI S\ QUERY.

Running a Query

After an exiging query is opened or a new query is started, the system is ready to
run the query. The gpplication window will look smilar to the one shown in Figure 13.
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Figure 13 — An Open Query in MMHIS
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The highway video is shown a the bottomright corner of the frame window
while the corresponding Ste data are shown at the bottom+left corner of the window.
Two graphing windows are shown & the top-right corner of the frame window. This will
be further explained in the sub-section Dynamic Graphing. The 3D-map window is
shown a the top-left corner of the frame window. The following operations can be
conducted on the query.

Running the video

The button with a smdl arrow on it on the bottom:-left corner of the video window
can be used to play and stop the video. While the video is playing, data in the Ste data
window will change accordingly. The video's play speed, the video window’'s size, and
many other factors can dso be configured through a context menu offered by the video
window.

Dragging the video to a new location of the highway

This can be achieved by usng the mouse to drag the little dider on the dider bar
on the bottom of the video window.
Specifying anew location

A new location can be specified by choosing Specify Location from the Tools
menu. The sub-routine that this menu item activates is the same one used to make a new
query. Itisshownin Fgure 11.



Changing the font for the Site data window

This is achieved by choosing Choose Font... from the Options menu. The didog
box shown in Fgure 14, which is activated by the above menu item, dlows usars to
choose a new font. Note that a context menu is aso offered to the Ste data window. The

Choose Font... option is aso on the context menul.
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Figure 14 — Font Selection Dialog Box

Changing the unit for the Site data display

The unit used in the dte daa display in a new query defaults to the Metrics
sysem. It can be changed by choosng Units from the Options menu. This is shown in

Figure 15.
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Figure 15 — Changing the Unit Through Menu Selection

Changing the data update rate for Ste datatable.

The fastest data update rate is every 25 meters. The actud displaying rate and
quaity of video motion is limited by the machine speed and the distance spacing among
adjacent records in the database. Currently the AHTD database contains records for
every 25 meters.  To change the data update rate, choose Ste Data Update Rate from the
Options menu, as shown Figure 16. The option is aso offered in the context menu.
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Figure 16 — Changing the Site Data Update Rate
Opening another query

The current hardware speed does not alow the system to run more than one query
(open multiple video/ste-data-table) smultaneoudy & a good qudity leve. However,
the user can ill open multiple video windows smultaneoudy. Windows of each query
can be reszed and re-postioned so that they can be seen smultaneoudy on the screen.
The sysem dlows the running of one query’s video while dl the other queries videos
arefrozen (i.e. the videos are paused). Thisisshownin Figure 17.

Making turns

The sysem dlows users to choose which way to proceed at intersections or exit
ramps. When the vehicle approaches an intersection or an exit ramp, the highway video
pauses and MMHIS displays arrows to show possble turning movements, as shown in
Fgure 18. Users can click on one of the arows to make turns. If none of the arrows is
clicked for a cetan time (configurable by the user), the sysem will take the default
option (normdly the Through alow) and continue to play the video.

Change the Site data display format

The dite data display format can be changed through the context menu for the Ste
data window. Two formats are offered for the display. One is called categorized format,
which is the default. This format shows the Ste data grouped by categories. The groups
can be expanded and collapsed by double clicking on the category name. When a group
is collapsed, it is shown in a sngle line with <Closed> as the item name. Shown in
Figure 19 is the case with “Layer Info” and “ Other Info” groups closed.

The second format is user configurable, where only two columns are shown in the
gte data window, shown in Figure 20. The user can configure data items and the order of
the items to be digplayed through the use of a didog box, shown in Figure 21. In the
didog box, items in the left list box represents those shown in the dte data window.
Avalable items ae liged in the right lis box. An item in one list box can be moved to
the other list box by double clicking on it. Items in the lig boxes can dso be sdected
firg and then moved to the other list box by pushing one of the buttons in the middle of
the didog box. The order of the items in the left list box can be changed with the two
buttons at the left of the list box. Default settings can be restored with the Default button.



The didog box shown in Figure 21 is invoked by usng the Ste data window context
menu.
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Figure 18 —Making Turns
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Figure 21 — Dialog Box Used to Define Site Data For mat
Saving aquery

To save the query that is currently running, choose Save from the File menu. For
new queries, this will bring up the Save As didog box which asks the user to give a name
and location for the query to be saved. For exiging queries, the sysem will save the
query without giving user the opportunity to change the name of the query. To save the
query using a different name, choose Save As... from the File menu. The same didog
box that is mentioned above will show up, as shown in Figure 22. Refer to the section
Open an existing query for more details about what is saved for aquery.
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Figure 22 — The Save AsDialog
Dynamic Graphing

An additiond capability of dynamic graphing is built into the MMHIS, The data
sets shown in the table by the side of the video do not present relaive information on the
whole section of road. This dynamic graphing capability alows the user to view the
vaues of various atributes such as roughness and rutting a this paticular location
agang dl the vaues in the road section. The red-time location as the video indicates is
shown with a vertica bar on the curves. The ranges that the graph windows show can be

st by choosng Zoom Roughness Graph and Zoom Rutting Graph from the Options
menu. Thisisshownin Fgure 23.
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Figure 23 — Changing the Zooming Rangefor the Graphs

The verticd bar in the graphing window shows the current vehicle location. It
can be dragged to anew location. Thisisshown in Figure 24.
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Using the map

The map interface offers a convenient method to query data through clicking the
right mouse button on a point on the map. A smdl pop-up window will show up with the
coordinate information of the point. The road information, if any, will be displayed.
Upon the sdection of a menu item, the video will go to tha location, while the Ste data
display will be updated to reflect the new location information, shown in Figure 25.
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Figure 25 — Getting I nformation from the Map
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Zooming and panning operations are offered in the map window. There are two
ways to conduct zooming operations. The firg is to conduct a zooming operation directly
on the map through clicking the center point of te area and dragging the mouse to define
the zooming area, shown in Fgure 26.
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Figure 26 — Directly Zooming on the M ap

The second way is to open the zooming window at the corner of the map window
and zoom through that window. To open the zooming window, smply click on the Zoom
button. A reszable rectangle is in the window illugtrating the current zooming area.  In
addition, two dider bars are offered in this window so that the user can use them to adjust
the viewing angles The user can zoom and pan to a Specific aea by reszing the
rectangle and moving it to the dedtination. When the zoom button at the bottom of the
zooming window is dicked, the magp is updated. An example is shown in Figure 27. The
small circle on the road shows the current vehicle location.
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Figure 27 — A Zoomed-in Map with an Open Zooming Window
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Building the video frame index

The index building interface is used to build frame indices for the video. With
this inteface, users fird open a video file by pecifying the video file name or by
browsng the video files from the disk. The globa ranges can be specified with the
controls in the window. In paticular, the start and end frame numbers can be ether
manudly set, or by moving the dider in the video window to the frame and set the frame
numbers using the buttons in the window. The date, route number and direction, Sart
and end milepost, and unit can adso be chosen. The index-building module uses the
vehicle speed data in the database to calculate the frame index. If the speed data in the
database is accurate, the above information is enough to caculate the frame index for the
whole video. If the speed data is not quite accurate, key points can be used to increase
the accuracy of the caculaion. In addition, turning points and turning prompts must be
st manudly because there is no data in the database showing the turning informetion.
Users define key points by moving the video to a specific frame and by specifying the
key milepost for that frame. Severa search buttons are offered in the window to help the
user find the dready defined first key point, previous key point, next key point, last key
point, previous turning point, and next turning point. Key points can be added or
removed by clicking the Add Key Point or Remove Key Point button. For a frame a an
intersection or an exit ramp, a turning point is defined by checking the left turn, through,
and/or right turn check boxes and specifying the dedtination date, route number and
direction, and milepost. An option is offered to dlow the video frames in the video
window to be synchronized with the key milepods disolayed in the window. When this
option is checked and the dready defined key points and turning points are being
searched, the video frame display in the video window is synchronized with the key
points. The database is updated after the Update Database button is clicked by the user.
The index building interface is shown in Figure 28.
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CONCLUSION

To implement the MMHIS in an operaiond environment, a high performance
network and a powerful video and dtorage server is necessary. In order to have
samultaneous and indant accesses to the MMHIS daa, the application of new
technologies such as ATM or FastEthernet, and RAID is needed. In addition to the
inddlation of a high peformance network sysem in the headquarters in a highway
department, the digtribution of hard copy videodisks to remote district offices may be a
plausble dternative to building a wide area network. For example, the maximum
cgpecity of a new kind of CD, the Digitd Versdile Disk (DVD), is 18.8 gigabytes, which
can hold 400 lane-miles video information a& MPEG2 qudity. The implementability of
an MMHIS needs to saidfy three factors:. (1) maturity of hardware and database
technologies, (2) acceptable implementation costs, and (3) high video qudity and
resolution.

We bdieve that the technologies associated with the implementation of MMHIS
ae maure and the codts associated with the implementation are continuing to come
down. The cogt-effectiveness of usng the MMHIS is exhibited not only in the form of
improvement of office productivity, but aso in the actud cost savings through the
reduction of travel for dte ingpections Prdiminay highway dte ingpection normaly
involves two people and can take as much time as two or more days. If the number of
such trips can be reduced through the use of the MMHIS, the savings of travel costs and
labor in just one year for a highway department can be substantial.

As MMHIS is technology-driven, additiond features can be built into MMHIS
over time. New festures of Geogrgphicd Information System and high-resolution 3-D
terrain data will be usgful for an integrated highway management and design.  When
datewide terrain data in the MMHIS is updated with Digital Elevation Modds (DEM) of
sub-meter resolution, it is possible to conduct preiminary engineering design of cut-and-
fill and planning the development of new trangportation systems.
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