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FOREWORD

This international conference on aircraft wake vortices was sponsored by the Federal Aviation
Administration (FAA) and cosponsored by Air Line Pilots Association (ALPA), Airports
Association Council International (AACI, formerly AOCI), Aircraft Owners and Pilots
Association - Air Safety Foundation (AOPA-ASF), Air Transport Association (ATA), Air
Traffic Control Association (ATCA), Flight Safety Foundation (FSF), National Aeronautics and
Space Administration (NASA), National Center for Atmospheric Research (NCAR), National
Oceanic and Atmospheric Administration (NOAA), and National Transportation Safety Board
(NTSB). The sessions were held in the Guality Hotel Capitol Hill, Washington, DC, on October
29-31, 1991. The purpose of the conference was to discuss wake vortex phenomena and to
exchange information which will guide future research and international cooperation in
addressing the wake vortex problem.

The papers were presented in 9 sessions. The titles of the sessions and the respeciive session
chairmen were:

Opening - Dr. Robert E. Machol

National Initiatives - Dr. Robert E. Machol
Operational Considerations I - Louis J. Williams
Vortex Physics I - Dr. Steven Crow

Operational Considerations 1I - Hon. J. Lynn Helms
Vortex Physics II - Dr. James N. Hallock

Vortex Detection - Edward A. Spitzer

Field Measurements - Richard D. Page

Hazards and Standards - Siegbert Poritzky

*
0coddddlooo

* simultaneous sessions

Editing this compendium consisted of chasing down the authors to get the papers, checking the
spelling and punctuation, fixing a few verbs, correcting typographical errors, establishing a
standard for the format of the papers (e.g., references), fixing a few misquoted equations, etc.
As much as [ wanted to rewrite or even change some of the text, I resisted; thus, the papers
represent the opinions of the authors.

The diligence of Dr. Robert Machol, the Conference Chairman, was apparent to all in

attendance. It has been my pleasure to work with him and to present this written archive of the
conference.

James N. Hallock
Editor

X




LABORATORY AND NUMERICAL STUDIES OF VORTEX
EVOLUTION IN IDEAL AND REALISTIC ENVIRONMENTS

Donald P. Delisi
Robert E. Robins
Donald B. Altman
Northwest Research Associates
P.G. Box 3027
Bellevue, WA 98009

ABSTRACT

Laboratory and numerical results are presented for the evolution of aircraft vortices. The
laboratory results, for vortices from a rectangular wing towed in a nonstratified, water-filled
tank, show that organized vorticity migrates much farther and lasts significantly longer than
shown in previous studies. The differences between our results and results from previous studies
are attributed to differences in flow visualization techniques. Numerically, we use a 2-D code
to simulate full-scale measurements from a Boeing-747 aircraft in ground effect and to
investigate the vortex hazard generated by a Boeing-767 aircraft near touchdown on landing.
Measured stratification and cross-track winds are included in hoth numerical simulations. The
numerical results show that full-scale measurements can be _.mulated by numerical codes, and
that vortices generated by aircraft in ground effect may last longer than previously thought. It
is cautioned that additional research is needed before a credible wake vortex hazard can be
estimated from these results.

INTRODUCTION

Aircraft wake vortices pose a potential limit on airport capacity due to the possible hazard to a
following aircraft from the vortex system generated from a preceding aircraft. In order to
maximize airport capacity and minimize the vortex hazard, we must understand the basic physics
underlying the generation and evolution of these vortices.

The wake vortex problem can be broken down into three elements. The first element is vortex
generation from the lead aircraft; that is, what are the initial strengths and separations of the
vortices comprising the vortex system at some initial location downstream of the trailing edge?
These initial conditions appear to depend not only on the weight but also on the aerodynamics
of the lead aircraft. The second elem:nt is the evolution of this initial vorticity; that is, how
does the vortex system evolve in the atmosphere with time? This evolution depends on ihe
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tnitial vorticity distribution as well as ambient atmospheny conditions such ay stratfication,
turbulence, and shear. Finally, the wake vortex hazard 13 due 1o the interaction of a following
aircraft with the vortex system at some positon downsiream of the lead aroraft. This
tnteraction depends on the characteristics of the vortex system al the inlerachion posion 4s well
as the interaction time of the following atrcraft in the voriex system and the roll and control
charactenistics of the following aircraft.

In this paper, we will focus on the evolution problem only. Hence, we are concerned with
characterizing the vortex system with time (or distance) behind the lead arerait. Previous
studies have examined this problem in the laboratory, in the field, and numencally. The
problem has also been examined both with and without ground effect. In the laboratory and in
the field, vortices out of ground effect have been measured using dye (in the laboratory) or
smoke (in the field) to track the vortex cores. Exampies of laboratory studies are those by
Barker and Crow (1977), Tomassian (1979), Sarpkaya (1983), Sarpkaya and Daly (1957), and
Liu and Smsky (1990). In the field, both small and large asrcraft have been used (¢ g, Condit
and Tracy (1971), Tombach (1973), Burnham et al (1978), and Burnt.am (1982)). Numernically,
the interaction of vortices with the ground has been investigated by Bilanin et al (1978). Al of
the above studies suggested maximum limits on both the vertical migration distance of the
vortices and on their lifetimes. We will show below that, at least in the laboratory, the above
studies greatly underestimated both the vertical migration distance and the vortex lifetime.

This paper is divided into two parts. In the second section, we present laboratory results on the
evolution of a vortex pair far from ground effect in a nonstratified, nonturbulent, nonsheared
flow. The importance of the results presented here is that we will show that orgamized vorticity
migrates significantly farther and lasts significantly longer than shown by previous studies.
Thus, previous studies underestimated both the height and the time in which there may be a
potential vortex hazard. In the third section, Numerical Results, we will show numerical
simulations of vortex evolution in ground effect. The results of these simulations also show that
a potential vortex hazard may last for a longer time than previously thought. A discussion of
the results is presented in the fourth section, Discussion. There we stress that, although our
results show that organized vorticity lasts longer than previously thought, these results do not
necessarily mean that the vortex wake is hazardous during this time. Thus, we stress the
importance of developing models of following aircraft interacting with the vortex system and of
further laboratory, numerical, and field measurements to correlate with our findings.

LABORATORY RESULTS
The Experimental Facility

Our experiments were performed in a nonstratified, water-filled towing tank measuring 9.8 m
long, 0.9 m wide, and 1.0 m deep. Vortices were generated by towing rectangular lifting wings
down the tank, as in Delisi and Greene (1990). For the results presented here, the wings were
curved brass plates (0.056 cm thick) with a span of 5.1 or 3.8 ¢m, a chord of 2.5 or 1.9 c¢m,
and a maximum thickness of 0.28 or 0.22 cm from the baseline. The wings were attached to
thin struts, and the strut. were attached to a carriage at the top of the tank. The carriage moved
down the tank at a speed of 324 cm/sec, yielding a chord Reynolds number of 82,300 for the
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5.1 cm span wing and 61,600 for the 3.8 cm span wing. The wings were towed near the water
surface, and the resulting vortices propagated downwards towards the floor of the tank.

Flow visualization was performed with fluorescein dye and nearly neutrally buoyant parucles.
The dye was mixed with Liquitex (Sarpkaya, 1983) and applied to transparent tape which was
then attached to the wing tips. This resulted in dyed vortex cores when the wing was towed
down the tank. The dyed cores were photographed with a 35-mm camera and videotaped with
a camcorder.

Neutrally buoyant particles were also used to visualize the flow (Delisi and Orlanski, 1975;
Delisi and Dunkerton, 1989; Delisi and Greene, 1990). In this paper, the particles were placed
only in the top layer of the tank, near the surface. When the wing was towed down the tank,
the particles were entrained into the vortices. For these experiments, a light sheet was oriented
along the path of the wing, from the water surface to the floor, and a 35-mm camera and
camcorder looking through the side of the tank recorded the paths of the particles.

Wing lift and towing speed were measured during each run. Lift was measured with a low
impedance force transducer and was measured to be certain that we were not near aerodynamic
stall. Towing speed was measured by timing the passage of a 10-cm rod, attached to the
carriage, to pass by a given point. Velocity was measured at ten positions at or near the test
section. For the runs presented here, the average carriage speed through the test section was
324 cm/sec + 1 cm/sec.

Results

Figure | shows dye observations of nonstratified vortex motions from previous laboratory
studies, In this figure, H is the nondimensional vertical migration distance, H = h/b, , where
h is the vertical distance the vortex has migrated in time t (h = Q att = Q) and b, is the initial
vortex separation, and T is the nondimensional vortex time, T = V_ /b, , where V, is the initial
vortex migration velocity. In Figure 1, the plus symbols are from Tomassian (1979), the Xs are
from Sarpkaya (1983), the squares are from Liu and Smnsky (1990), and the circles are our dye
data from Delisi and Greene (1990). Note that Tomassian (1979) generated two-dimensional
vortices while the other studies all generated three-dimensional vortices from wings.

Figure 1 shows that all observations using dye are reasonably consistent, with a maximum H of
around 6.5 and a maximum T of around 9. Delisi and Greene (1990) showed that, using
neutrally buoyant particles, vortex observations can continue beyond those shown in Figure 1,
and can continue to at least H = 8.5 and T = 16. In their study, Delisi and Greene were
unable to determine the maximum vertical migration distance and lifetime of the vortices due
to the large wing span used (large b,) and the finite depth of their facility. In this paper, we use
a smaller span wing than that used in Delisi and Greene; hence, we expand on their rasults here.

Figure 2 shows a series of streak photographs of the particles for one run with the 5.1 cm span
wing. (The time exposure for these photographs was 1/2 sec, resulting in particle streaks in
those regions where the particles moved during the exposure.) In this figure, the flow is illu-
minated with a vertical liglit sheet along the wake centerline, and the view is from the side of
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the tank. The wing has moved from left to right near the top of each photograph. In the first
two photographs, Figures 2a and 2b at T = 2.8 and 5.3, the trailing wake is a nearly two-
dimensional line vortex pair, from left to right, at the bottom edge of the region with particles.
Note the downward propagation of the wake with each photograph. Also note that, as the
vortices propagate vertically downwards into the tank, some of the particles are transported from
near the surface downwards towards the floor. In Figure 2c at T = 7.8, the two-dimensional
wake is becoming three-dimensional. In Figure 2d at T = 10.3, three-dimensional ring vortices
have formed from the original two-dimensional line vortex pair. The rings are being cut down
the center by the light sheet, similar to cutting a doughnut in half. The remaining photographs,
Figures 2e to 2h at T = 12.8 to 20.2, show the rings migrating downwards, essentially
unchanged, to the bottom of the tank.

Figure 3 shows drawings of the flow fields in Figure 2 at two times in the evolution. For each
of the two times, there is a three-dimensional view (a or ¢) and a side view (b or d). Figures
3a and 3b correspond to Figure 2a or 2b and show the flow at an early time. At this time, the
flow is two-dimensional, and the line vortex pair, when viewed from the side in Figure 3b,
shows motion only at the bottom of the region containing particles. Figures 3¢ and 3d
correspond to Figures 2d and 2h and show the flow at a later time. By this time, three-
dimensional vortex rings have formed from the two-dimensional line vortex pair. The side view,
Figure 3d, shows the slice down the centerline and shows one vortex pair associated with each
ring. Note that the diameter of each vortex ring, D, is much smaller than the distance between
the rings, d. The 2-D to 3-D evolution shown in Figures 2 and 3 is the well-known mutual
induction, or Crow, instability which was identified by Scorer (1958) and analyzed by Crow
(1970).

Figure 4 is a replot of Figure 1 to show the dyed wake data on the relevant scales. Figure 3,
using the same scales as on Figure 4, shows our H vs. T results for the 3.8 cm span wing using
particles. Note in Figure 5 that we can ‘ollow organized, 3-D vortex structures to H = 22 and
T = 100. (Note that these numbers are themselves not the maximum values of H or T since
many (but not all) of the vortices in these runs hit the bottom of the tank at H = 26. Thus, the
values of H = 22 and T = 100 should not be considered to be the maximum vortex rise heights
or the maximum vortex lifetimes.)

As discussed in Delisi and Greene (1990), in additional experiments (not shown), both dye and
particles were used in the same run to determine whether both dye and particles were following
the same flow. The results showed that both dye and particles followed the vortex motion
accurately only for short evolution times, after which the dye diffused rapidly. Only the
particles followed the vortex motion for long times.

The comparison of Figures 4 and 5§ is significant. From Figure 4, one is left with the
impression that the vortex motion has died out by H = 6.5 and T = 9. From Figure 5,
however, it is clear that organized vorticity lasts to at least H = 22 and T = 100. Note, also,
in Figure 5 that there is little scatter up to H of around 10, but significant scatter beyond H =
10. This scatter is due to differing vertical migration velocities of the 3-D vortices.

Using a small, propeller-driven aircraft, Tombach (1973) observed that Crow instability occurred
infrequently and that vortex bursting more often destroyed the vortices before Crow instability
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owcurred. These aircraft observations were obtained, however, using smoke to track the aircraft
wake vortices. In our laboratory experiments, dye in the vortex cores also showed that vortex
bursting often occurred before Crow instability. Observations using particles, however, show
that vortex bursting does not prevent Crow instability. Rather, Crow instability is always
observed to occur, either before or after bursting, and the resulting ring vortices propagate to
the floor of the tank.

Note that the differing observations of vortex migration distance, maximum vortex lifetime, and
vortex bursting vs. Crow instability between our results and previous resuits may all be due
primarily to the different flow visualization techniques used in the studies and secondarily on
other factors. Thus, it may be that, although Tombach (1973) observed Crow instability
infrequently, his use of smoke to follow the vortex motions in his study may have yielded
misleading results in the same way that the use of dye underestimated vortex rise height and
lifetime in the laboratory.

Consequently, we would urge caution in using smoke in full-scale tests for other than early
vortex lifetime measurements until it can be shown that the smoke is accurately following the
vortex motions for long times. A similar caution should be used with laboratory studies using
dye as the sole flow visualization technique.

NUMERICAL RESULTS
Background

In this section of our paper, we report on the results of numerical simulations of how ground
interaction and crosswind affect the evolution of an aircraft wake vortex system. Since
atmospheric stratification is also known to affect vortex evolution profoundly (Greene, 1986),
we have included measured stratification in our aircraft wake vortex simulations. Measured
wind profiles were also included in the simulations when available.

Previous studies of vortices in ground effect include the field observations of Pengel and Tetzlaff
(1984), Burnham (1982), Tombach et al (1977), and Dee and Nichols (1968). Pengel and
Tetzlaff studied the cross-runway transport of wake vortices at Frankfurt Airport where parallel
runways are frequently used. They observed that under stable atmospheric conditions, wake
vortices were capable of surviving up to 3.5 minutes and traveling about 500 meters
perpendicular to the runway when influenced by crosswinds having mean speeds of 3 to 5 meters
per second, measured at a height of 10 meters. Among Bumham’s findings was the
confirmation of Dee and Nichols’ earlier findings that wake vortices will separate and rebound
upon interacting with the ground. Inviscid theories predict the separation but not the rebound.
The study of Tombach et al focused on vortex breakdown during ground interaction, noting that
ground contact frequently led to some form of vortex breakdown, and that the particular form
of vortex breakdown known as core bursting usually changes the form of a vortex without
destroying it.

Laboratory observations of vortices in ground effect include the studies of Delisi et al (1987),
Ciffone and Pedley (1979), Barker and Crow (1977), and Harvey and Perry (1971). These
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studies all found, in agreement with the field observations of Burnham, and Dee and Nichols,
that wake vortices will separate and rebound when they interact with the ground. Delisi et al
used a tilting water tank to study stratification and vertical shear' effects on the ground
interaction with two-dimensional vortices and found that either of these effects will reduce the
extent of the rebound. They also found that weak vertical shear will cause the downwind vortex
to rebound higher than the upwind vortex, and that the reverse will be true in strong vertical
shear. This finding is in agreement with the work of Brashears et al (1975) (see below).
Ciffone and Pedley towed 1/25th-scale models of Boeing-747 and DC-10 aircraft in water and
found that the ground effect caused distortions in the vortex tangential velocity profiles, but left
the maximum tangential velocities unchanged. Barker and Crow generated two-dimensiona!
vortices in a stationary water tank and observed the rebound effect for a free as well as a solid
surface. Conducting their experiments with a half-span rectangular wing in a low speed wind
tunnel, Harvey and Perry used a moving floor to simulate the ground boundary condition.

Theoretical treatments of a vortex pair in ground effect have been reported by Peace and Riley
(1983), Saffman (1979), Bilanin et al (1978), and Brashears et al (1975). Peace and Riley,
Saffman, and Bilanin et al, all sought an understanding of the phenomenon of vortex rebound.
Taken together, their work cast doubt on the finite core size hypothesis suggested by Barker and
Crow (1977), and essentially confirmed the qualitative explanation of Harvey and Perry (1971)
that viscous generation of secondary vorticity was the main ingredient responsible for the
rebound. Attempting to explain Barker and Crow’s observation of a rebound at both free and
solid surfaces, Peace and Riley introduced a viscous displacement mechanism which acts in
addition to secondary vorticity at a solid surface and a vorticity diffusion mechanism which acts
in addition to the other mechanisms at a solid surface and alone at a free surface. Brashears et
al, focus on an explanation for the phenomenon of vortex tilting, which they observed in field
studies. Their approach was to study the streamlines arising from the combination of vertical
shear and a vortex pair. In agreement with the observations, their results showed that weak
vertical shear will cause the downwind vortex to rebound higher than the upwind vortex, and
that strong vertical shear will have the opposite effect (cf, Delisi et al, 1987).

None of the theoretical treatments described above follow the development of the rebound
phenomenon beyond the point of the initial rebound. Some field and laboratory observations
(e.g., Burnham, 1982; Delisi et al, 1987; Barker and Crow, 1977) have shown, however, that
after rebounding, vortices may continue to separate while maintaining an approximately constant
distance from the surface. Other laboratory observations (2.g., Van Heijst and Flor, 1989) have
shown that rebounding vortices may relink and even undergo additional rebound. The
determining factor appears to be the vortex Reynolds number, Re = I'/», where I is the vortex
circulation and » is the kinematic viscosity. The vortices that continue to separate after rebound
have higher values of Re (= 20,000) than those that relink (Re < 2,000). The universality of
this observation is the subject of further investigation,

Since our main interest in this paper is aircraft wake vortices (which have large Re values), we
present numerical results which model the higher Re observations of vortex rebound followed

1 By vertical shear we mean the change in the crosswind speed as a function of the vertical coordinate.
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by continued separation at approximately constant distance from a solid surface. Qur approach
has been to use a computer code which solves the two-dimensional, time-dependent,
incompressible Navier-Stokes equations. The code permits the specification of arbitrary atmos-
pheric stability and wind profiles. For vortices out of ground effect, the code has been validated
by means of comparisons with laboratory and field data (see the next paragraph, Numerical
Approach). To model the interaction of the vortices with the ground, we have used a mixed no-
slip/free-slip boundary condition. When applied to realistic conditions, our simulation results
confirm the findings of Pengel and Tetziaff that vortices generated by large aircraft close o the
ground in a crosswind can survive after evolution times and cross-runway transport distances on
the order of 3 minutes and 500 meters. Our results suggest that surviving vortices can possess
sufficient strength to be a potential hazard to smaller aircraft operating on the same runway or
on parallel runways which are downwind of the larger aircraft.’

Numerical Approach

The computer code used in our study solves the two-dimensional, time-dependent,
incompressible Navier-Stokes equations, expressed in streamfunction-vorticity form. Mean
buoyancy and shear effects are included in the equations, and the code permits the specification
of arbitrary mean profiles of atmospheric stability and wind. Vanations of density in the
momentum equations are neglected except where they give rise to buoyancy forces, a simplifi-
cation known as the Boussinesq approximation. A simple, scale-dependent eddy-viscosity-like
damping scheme (greater damping for smaller scales) is used to dissipate energy transferred to
small scales of motion.

The model obtains separate solutions for horizontally averaged quantities and for perturbations
about these averages. No assumptions are made in the model about the size of the perturbations.
The solution method is to represent the horizontal variation of the perturbation quantities in
terms of complex exponential series with coefficients depending on the vertical coordinate, z,
and time, t. Side boundaries are thus periodic. The top boundary is chosen to be free slip and
the bottom boundary is discussed further below. Centered differences are used to approximate
vertical derivatives of mean and perturbation quantities, and a leapfrog scheme with periodic
averaging of successive time steps is used to advance the solution in time.

The numerical vortices used in the study are specified by means of an initial field of perturbation
vorticity. The vorticity distribution for each vortex has Gaussian form, where a separation
distance, b, , a circulation, 2xB, , and a core radius, r, , specify the distribution. For a
complete description of the numerical approach, including equations, see Robins and Delisi
(1990).

2 We note that our numerical results neglect the effects of ambient turbulence, which may have significant
effects on vortex decay. Nevertheless, as supported by the results of Pengel and Tetziaff, there may be times when
atmospheric turbulence effects are negligible.
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The treatment of the bottom, or ground, boundary condition is critical to the successful modeling
of the interaction between wake vortices and the ground. The conventional method is to use a
no-slip condition, but our simulations with this condition were not successful because the
coarseness of our computational grid resulted in an overestimate of the viscous interaction at the
ground. The boundary condition we used for the results presented here was a mixed no-
slip/free-slip condition, where the vorticity at the ground, 7., is specified as

N, = any + (l-a) 9

where 1, is the no-slip value of 5, , 5, is the free-slip value of 5, , and 0<a <1 where a is
what we call the no-slip fraction. As suggested by Roache (1976), we chose

In = ‘2441/(51)2

and we set ng to n,, where ¥, and », are the values of perturbation streamfunction and vorticity
at the first grid point above the ground, and Az is the vertical grid spacing. The value of a is
chosen by comparing numerical results with observations.

The code has been validated in the case of vortex evolution out-of-ground effect by comparing
computed vortex trajectories with laboratory and field measurements, and computed average
circulation® with field measurements. Robins and Delisi (1990) show good agreement between
code results and laboratory data for nonstratified and stratified flows, and Delisi et al (1991)
show good agreement between code results and laboratory data for a stratified shear flow. We
used the measurements of Burnham et al (1978) as the basis for validating the code for the field
situation. Figures 6 and 7 show comparisons of code results with vortex trajectory and average
circulation data from Run 8 of this data set. Measured vortex parameters b, , B, , r, , and
masured atmospheric stability data for this run were used to initialize the code. The com-
parisons show that the code predicts the trajectory data and the circulation data reasonably well.

Results for Full-Scale Vortices in Ground Effect with Crosswind

To evaluate our computational approach for a ground-effect case, we compared results of
numerical simulations with measurements of vortex height, lateral position, and average circula-
tion from a series of Boeing-747 flight tests reported by Burnham (1982). Data from Run 1 at
Edwards AFB are shown in Figures 8 and 9. In this case, a crosswind holds one of the vortices
at a nearly constant lateral position while causing the other vortex to traverse out of the field of

3 The average circulation about a vortex, T', up to a radius, r, is defined as

re = 1 ] I dr’
r Jo
where I'(r’) is the vortex circulation 27r'V(r'), r’ being the vortex radius and V(r’) the tangential velocity profile.
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view. From the altitude vs. time data, the visible vortex is seen to undergo a rebound and then
remain at a more-or-less fixed distance from the ground.

In order to simulate these observations, several pieces of information were required. Since the
test aircraft was in a landing configuration, a vortex pair is not an adequate description of the
vortex wake. Instead we used an adaptation of the Betz method to model the distribution of
vorticity. The Betz method and its extension to complex load distnbutions is described by
Donaldson et al (1974), and our adaptation is described in the appendix to Robins and Delisi
(1991). An estimate of span loading, which is required by this method, was provided by the
Boeing Company. The result was four pairs of vortices (which rapidly roll up into one pair).

Vertical profiles of atmospheric stability and wind are also required by the code. These profiles
were obtained from an addendum to Burnham’s report. Nominal values, at a height of 20 m,
for the stability frequency, the vertical wind shear, and the component of wind velocity across
the aircraft flight path were 25 cyc/hr, 0.007 sec’, and 25 cm/sec.

Remaining code requirements are the form of the scale-dependent damping and a value for o to
establish the boundary condition at the ground. We initially chose the damping to be the same
as for the Boeing-747 validation case, described in Section 3.2. This resulted in too much
damping at small scales as determined by comparisons with the circulation data, and we con-
cluded that a modified damping model was required for the ground-effect case. We ultimately
chose the damping for the ground-effect case to be identical, for all scales, to the large-scale
damping used for the out-of-ground-effect case. Evidently, the dynamics of the ground interac-
tion was sufficiently effective in damping small scales that the additional small-scale damping
provided by the code’s damping model proved to be excessive.

We empirically fixed «, the no-slip fraction in the mixed no-slip/free-slip condition, to give a
reasonable representation of viscous processes occurring at the ground. The value for a was
0.075. Results from the code simulation of Burnham’s Run | are superimposed as the solid
lines on the field data in Figures 8 and 9. Good agreement 1s seen in Figure 8, and reasonably
good agreement is seen in Figure 9. These comparisons are more impressive when one realizes
that the initial wake vorticity distribution was not based on observations of b, , B, , and r, , as
in the previous case (see Numerical Approach), but on an estimate of the span loading.

Note in Figure 9 that the field measurements decay rapidly for times greater than 160 sec for
radii greater than or equal to 10 m. This rapid decay is not modeled well in the calculation.
It is not clear, however, whether the rapid decay of the field measurements is due to a physical
phenomenon or to measurement error. It is important for airport capacity to determine how long
vortices near the ground survive and what their decay mechanisms are. Hence, it is important
to determine whether the rapid decay observed in Figure 9 is physically real. Additional full-
scale data need to be obtained to determine the physical mechanisms of vortex decay and to
provide a data base for additional numerical simulations.
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Code Simulation of the Vortex Wake of a Landing Aircraft

In this section, we describe the simulation of the vortex wake of a heavy aircraft on the verge
of landing. Our particular interest was to assess the potential hazard to a smaller aircraft
operating on a parallel and downwind runway.

For this simulation, we used the same damping model and ground boundary condition as we
used for the case in Section 3. 3. For the aircraft, we chose a Boeing-767, and, as in the last
section, Results for Full-Scale Vortices in Ground Effect with Crosswind, for a Boeing-747, we
used span loading provided by the Boeing Company to specify the initial state of the vortex
wake. This time our adaptation of the Betz method led to the specification of five vortex pairs
from which one pair rapidly formed.

We chose a starting height for the vortices of 5 meters, which corresponds to a time just seconds
before touchdown and loss of lift. Vertical profiles of atmospheric stability and wind were
chosen from atmospheric data recorded at a mid-west airport. Nominal values, at a height of
20m, for the stability frequency, the vertical wind shear, and the component of wind velocity
across the aircraft flight path were 6 cyc/hr, 0.025 sec, and 4 m/sec. The results from this
simulation are shown in Figures 10, 11, and 12.

Figure 10 shows the trajectories of the vortices. The effect of the crosswind is clear in the
lateral position plot, as both vortices are moved in the same direction away from the position
of generation. Note that the effect of the crosswind is not simple advection, as the slope of the
lateral position versus time relation is less for the upwind vortex than for the downwind vortex.
Also note that due to their low generation height, these vortices are immediately in ground effect
and so do not "rebound” as did the vortices whose trajectories were shown in Figure 8. Average
circulation at radii of S, 10, 15, and 20 meters is shown in Figures 11 and 12, for upwind and
downwind vortices, respectively. After 3 minutes, the upwind vortex has traversed nearly 500
meters and its average circulation at radii of 15 and 20 meters is in the range 100-150 meters
squared per second.

To gauge the effect of this amount of average circulation on a following aircraft, we present a
brief summary of an analysis presented by Burnham and Hallock (1982). In their report they
present an expression for

I‘T (b/2) ’

the "vortex strength hazard threshold," which is the minimum average circulation at a radius of
b/2 that a vortex must have to be considered a hazard to a following aircraft of wing span b.
As an example, they show for a DC-9 aircraft (b = 30m) that 150 m?%sec is an extreme upper
estimate for this threshold (e.g., average circulation values as low as 75 m¥/sec might also
represent a hazard). It follows from Figure 11 that the upwind vortex from our simulation could
be considered a potential hazard for a DC-9 aircraft. Similar considerations could be used to
show that smaller aircraft are also potentially at risk.

Our results thus imply that the trailing vortices from a Boeing-767 class or larger aircraft which
is operating near the ground could potentially pose a hazard for DC-9 or smaller aircraft
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operating near the ground and downwind from the larger aircraft. If the crosswind were just
strong enough to counteract the cross-runway movement of one voriex and prevent it from
traversing away from the runway, then the potential hazard would be to aircraft operating on the
same runway.

DISCUSSION

In the second section, Laboratory Results, we presented results that showed that, for a
nonstratified flow in the laboratory, organized vortex motion persists for much greater distances
and for much longer times than shown by previous studies. We also showed that the vorticity
evolves from two-dimensional to three-dimensional structures.

In the third section, Numerical Results, we presented results that showed that, using a 2-D
Navier Stokes numerical code, we can predict reasonably well field measurements of vortex
motion from a Boeing-747 aircraft in ground effect. We also showed, using the same code, that
for a Boeing-767 near landing, the vortices migrate above the generation point and remain
potentially hazardous for up to three minutes after generation.

For the aircraft industry, these results suggest the following:

a. The full-scale wake vortex hazard may last longer than found with full-scale
measurements using smoke to follow the vortex cores. Our results indicate that
this statement may be valid both in- and out-of-ground effect.

b. Caution should be used in developing hazard criteria from laboratory experiments
which used dye to follow the vortex motion, since dye accurately follows the
vortex motion only for early vortex evolution times.

c. Caution should be used in developing hazard criteria from full-scale experiments
using smoke to follow the vortex motion until it can be shown that smoke
accurately follows the vortices for long times.

d. Atmospheric parameters will most probably have a large effect on vortex
evolution. Greene (1986) has shown the significant effects of stratification. In
the above numerical simulation, the cross-track wind had an effect on both the
transport of the vortex system and on its strength. In other studies by Robins and
Delisi (1990) and Delisi et al (1991), it was shown that cross-track shear can
enhance the vortex lifetime, as long as ambient stratification is not too great.

Thus, to fully understand vortex evolution in the field, atmospheric parameters
need to be measured simultaneously with vortex measurements.

e. More full-scale measurements need to be performed to correlate with our results,

and more research needs to be performed to determine how the background
affects vortex evolution,
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f. Models of a following aircraft interacting with the vortex wake from a lead
aircraft need to be developed for 3-D vortex wakes as well as for 2-D vortex
wakes. These models need to account for the vortex evolution from 2-D to 3-D,
the nonuniform along-track motions caused by the ambient atmosphere, the
interaction time of the following aircraft in the vortex system, and the roll and
control characteristics of the following aircraft.

These last two points are particularly important. Our study has shown that there is a great deal
about vortex evolution that we do not understand at this time. Our study might also be
construed to indicate that the wake vortex hazard lasts for much longer times than currently
thought, but we believe this interpretation is not warranted at this time. OQur results are from
a low Reynolds number laboratory study and 2-D numerical simulations, neither of which have
a sufficient amount of corroborating field data. Perhaps more importantly, without good inter-
artion models, we do not know how to evaluate the wake vortex hazard from our studies even
if our results are accurate. Just as importantly, we do not know at this time how the atmosphere
affects vortex evolution. (Note that all previous laboratory studies which evaluated the effects
of ambient stratification and turbulence used dye to track the vortex motions, and we have shown
that dye cannot be used for long-time vortex evolution studies, at least under our flow
conditions. Thus, caution is urged in using previous laboratory studies with dye to assess the
effects of ambient stratification and turbulence on maximum vortex migration distance and
maximum vortex lifetime. Hence, we believe we do not know, at this time, how the atmosphere
affects vortex evolution.)

In summary, we believe additional laboratory and numerical studies need to be performed,
additional field measurements need to be made, and adequate interaction models need to be
developed before we can adequately assess the wake vortex hazard and before adaptive aircraft
spacing can be achieved.
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Figure 5. H vs T for particle streak vortex measurements using the 3.8 cm span wing.




250
225—
~ .
E 200—
B -
= .
.:é '75-5
< -
150'74_
: ®
125 3 T T I  E— I T T
0 30 60 80

Time (sec)

Figure 6. Comparison of our code results (——) with field measurements (®) of
vortex altitude vs time for Run 8 in Burnham et al (1978).
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Figure 7. Comparison of our co-le results (—) with field measurements (+,®) of average
circulation for r = §, 1u, 15 m vs time for Run 8 in Burnham et al (1978).
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Figure 8. Comparison of our code results (smooth solid lines) with field measurements
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30-21




Average Circulation (m?2/sec)

0 ! ! 1 ! ! ! ! i
0 20 40 60 80 100 120 140 160

Time (sec)

Figure 9. Comparison of our code results (smooth solid lines) with field
measurements of average circulation from Burnham (1982) about the
vortices whose trajectories are shown in Fig. 8. Results
for averaging radii 5, 10, 15, and 20 m are shown.
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VISCOUS EFFECTS ON A VORTEX WAKE IN GROUND EFFECT

Z. Zheng and R. L. Ash
Old Dominion University
Norfolk, VA 23529

ABSTRACT

Wake vortex trajectories and strengths are altered radically by interactions with the ground
plane. Prediction of vortex strength and location is especially important in the vicinity of
airports. Simple potential flow methods have been found to yield reasonable estimates of vortex
descent rates in an otherwise quiescent ambient background, but those techniques cannot be
adjusted for more realistic ambient conditions and they fail to provide satisfactory estimates of
ground-coupled behavior. The authors have been involved in a systematic study concerned with
inclnding viscous effects in a wake-vortex system which is near the ground plane. The study has
employed numerical solutions to the Navier-Stokes equations, as well as perturbation techniques
to study ground coupling with a descending vortex pair.

Results of a two-dimensional, unsteady numerical-theoretical study are presented in this paper.
A time-based perturbation procedure has been developed which permits the use of analytical
solutions to an inner and outer flow domain for the initial flowfield. Predictions have been
compared with previously reported laminar experimental results. In addition, the influence of
stratification and turbulence on vortex behavior near the ground plane has been studied.

INTRODUCTION

It is known that aircraft trailing vortex wakes can cause serious loss of control when following
aircraft encounter them. The hazard is more severe near the ground because of the limited time
and space available to maneuver the aircraft. Therefore, prediction of wake vortex trajectories
and strengths is especially important for effective airport flight control. The work reported here
has been focused on the viscous interaction between vortex wakes and the ground plane.

Potential theory representation of a pair of counter-rotating vortex filaments above an irfinite
plane yields reasonable estimates of wake vortex descent rates in an otherwise quiescent
atmosphere, when the wake is sufficiently far from the ground (Saffman, 1979). By assuming
the vortices could be treated as small core sized vorticity spots above a very thin ground
boundary-layer, Liu and Ting (1987) determined that away from the small cores and the thin
boundary-layer region, the flowfield obeyed the Euler equations. From that perspective, it is
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very inefficient and expensive to study the trailing vortex problem using Navier-Stokes solvers
for the entire flowfield. However, the methods of Liu and Ting (1987) are only valid when the
vortical spot is sufficiently far away from the ground relative to the core size, so that vortex-core
interactions with the ground-plane boundary layer can be neglected. Hence, Euler equations can
be used to model large portions of the computational domain, but that region must be adjusted
continuously near the ground plane.

It should be stated that without ground effect, even in more realistic atmospheric conditions, an
approximate model developed by Greene (1986) demonstrated surprisingly good agreement with
experimental data. That method was based upon empirical engineering approximations. But from
the authors’ experience, the extension required to include ground effects was not compatible with
Greene's model.

Experiments to establish the features of the flowfield induced by a single vortex near the ground
were carried out by Harvey and Perry (1971) in a low-speed wind tunnel. The primary objective
of those experiments was to explain the cause of the vortex rebound phenomenon which is
considered to be a significant feature of the ground effect and which can influence terminal flight
conditions. They inferred that rebound was caused by separation of the ground boundary-layer
flow undemeath the vortex. They argued that boundary-layer separation produces a secondary
vortex whose development makes the primary vortex nise. Later Barker and Crow (1977)
observed rebound for a vortex pair, generated in water, approaching either a free upper surface
or a rigid horizontal plane immersed in the water. They asserted that the phenomenon could be
attributed to the effect of finite vortex core size. Recently, experimonts were designed by Liu
and Smsky (1990) 1o minimize the sidewall effects that can mask the ground effects. From their
dye visualization results in water, they identified the emergence of secondary, counter-rotating
vortices outboard from the vortex wake near ground level. They determined that as soon as the
secondary vortex began to form, rebound of the main vortex was initiated. Specifically, the
primary and secondary vortices form a vortex pair that moves upward. Those results have
confirmed essentially the scenario of secondary vortex generation suggested by Harvey and Perry
(1971).

Many theoretical studies of a vortex pair in ground effect have been reported during the last two
decades. Research reporied by Bilanin, Teske and Hirsh (1978), Saffman (1979) and Peace and
Riley (1983) disagreed with the finite core size hypothesis of Barker and Crow (1977). Saffman
(1979) showed, within the framework of inviscid theory, that it was not possible to explain the
rebound phenomenon by finite core size and that the wallward velocity comj..nent cannot change
sign. Navier-Stokes computational results for a trailing vortex pair near the ground were
performed by Bilanin, Teske and Hirsh (1978) for both laminar and turbulent conditions. They
demonstrated that the rebound did not occur unless the viscous, no-slip boundary condition was
applied. One of the important conclusions drawn by them was that the proximity of a ground
plane reduces the vortex hazard by scrubbing. That is, the vortex pair separates or spreads and
interacts viscously with the ground thereby reducing its strength more rapidly. A numerical study
of the effects of stratification 2nd winr shear on the evolution of aircraft wake vortices near the
ground was also included in the report by Delisi, Robins and Fraser (1987), who found that both
effects reduce the extent of vortex rebound. As they stated, turbulence was not included formally
in their computational model. But sume ad hoc small scale damping was added to the equations
included in the numerical model. They thought this simple "turbulence model” was adequate to
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predict vortex migration. In wddition, a mixed no-slip/slip boundary condition was invoked on
the ground plane which needed an empirical adjustment for different flow cases.

In the work which follows, a two-dimensional, unsteady numerical-theoretical study will be
reported. A time-dependent double series, asymptotic expansion in terms of Reynolds number
and time has been used for the initial flowfield. The computational domain and grid spacing have
been chosen carefully to avoid using approximate boundary conditions and to get proper
resolution. Subsequently, the influences of stratification and turbulence on vortex behavior near
the ground plane have been shown.

COMPUTATIONAL APPROACH

An unsteady vorticity, stream-function formulation has been used in the numerical calculations.
Invoking symmetry of the vortex pair permits the computations to be restricted to the first
quadrant (0 < x < =, 0 <y < ). The system of equations were made dimensionless using
the initial vortex half-span, s,, as the characteristic length and the initial circulation, I';, along
with the fluid density, p,, to formulate the other dimensionless variables. The characteristic flow
Reynolds number is Re = T'y/»,, where », is the kinematic viscosity. Charzcteristic velocity,
time and pressure are given by I'y/s,, $o2/T', and pol'y’/se?, respectively. Since there is only on:
component of vorticity, {, the governing vorticity and stream-function (y) equations are:

a¢ (. D T 1
31—+G—6) ¢ Re vy ¢y

and
Vzw = -" (2)

respectively. Here

TeuTevT 3)

and
_9v _du . _ oY . 4
¢ 3 —ay,thhu -a-;,andv = @)

The coordinate system is shown in Figure 1.

Since the flow is for the most part inviscid, with an unsteady, viscous ground-plane boundary
layer and a small viscous vortex core region, problems were encountered in starting the
numerical calculations. The initial velocity field problem has been addressed previously by
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Peace and Riley (1983), but they used a single series expansion in time, scaled by Reynolds
number (¢/Re), to start their asymptotic solution. Limitations of the single series expansion for
unsteady boundary-layer flows have been discussed by Nam (1990). Considerable effort was
devoted to developing an appropriate initial velocity field which accommodated the ground effect
region in the numerical simulation without producing non-physical, numerical start-up transients.
A forthcoming contractor report (Ash and Zheng, 1991) contains a more detailed derivation of
the asymptotic expansion formulations, but the essential features of the approach are developed
below. In addition, the computational domain transformation procedure and boundary condition
specifications are discussed.

FLOWFIELD INITIALIZATION

Since a goal of this study was to extend the Reynolds number range over which vortex-ground
plane interactions could be modeled, viscous effects were anticipated in both the vortex core and
boundary layer regions long before any interactions between the vortex core(s) and boundary
layer occurred. Furthermore, a fine numerical grid was required for both the vortex region,
including its path of descent, and the ground-plane boundary layer. Both requirements demanded
an initial velocity field which was free of anomalous velocity gradients.

The Oseen (1911) vortex is an exact solution to the Navier-Stokes equations for the diffusion of
a vortex filament into a viscous region of infinite extent. For any time greater than zero, the
Oseen vortex includes viscosity, while at t = 0, it is an inviscid point vortex. Hence, placing
a pair of those vortices at +x,, y, att = 0, is equivalent to placing a pair of potential vortices
at those locations, but then allowing viscous effects to occur immediately after placement. Oseen
vortex solutions do not include either non-linear coupling of the vortex pair or the viscous
influence of a ground plane. Adding a mirror image pair of Oseen vortices (at +X,, -Yo) can
be used to initiate a ground plane interaction. Since those vortices proceed immediately to
viscous flows, they appear to be a more realistic starting flow than that of a pair of potential
vortices in any practical numerical grid. Hence, analytic perturbation methods can be used to
predict the flow during the initial time interval when local velocity gradients create severe
problems for numerical techniques.

In the ground plane boundary-layer region, the initial stream-function y(x,y,t) is assumed to take
the form:

VY0 = 2 [BmD + et +...] ©)

where . . fyRe and n = y/2¢, with

vzt = Y thy(x,m,0) ©)
p=0
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This stream-function must satisfy the no-slip boundary conditions.

In the outer flow, it is assumed that the stream-function can be represented initially by
VYD = YoY.t) + efy(x,y,0 +... M

This stream-function must satisfy the initial potential vortex requirements of both a symmetry
plane and a ground plane. Application of the two-dimensional, incompressible Navier-Stokes
equations to the two stream-function series and matching the expansions using van Dyke (1976)
type matching procedures yields

¥ = 2e(, +ey;) + O [¢) @®
where
vi = U, fy +1t 6;1 f, aaU f.] + O[tz] ©)

au BU 10)
¥, = Ug, +t ['—a‘flgu + Ugeer 7% gxz 813 + O[tz] (
£, =9 erf(m) + — e - (11)
01 1.1[2 1.”2
2 2
fu = g (L~ € = 3 o erfol) + 55 ot e (12)
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f, = - 1L (1 - e erfe(n) + —>_erf (ﬁn) -l [2 + —%J n’ erfc(n)

, 6x'? , 3@1"2 z j (13
i, - 2 - - e
3o 7’ e erfc(y) + 3om° 2 51 erfci(n) + [27"2 9_1372.} 1-e") )
1 2 1 -
By =7 + %rmnz erfc(n) - -2!.116"" - -}Tm erf(n) (14)
I P 1ofn 2 ear 15)
B = T(ﬂ + 1°) erfc(y) + 3 Io("ﬂ + n)e"dy
(147 2 x!? 2 2 -
o [ 6 50 - % [ | 13 | o e T a e e ]
16
! [ R n’] (erfm)y + [ - 1- 217’] e erfr) - Lger U9
- 12, _ 2 2 _ 1 -v
3 1 i 1 - J
g, = §,..m [’72 + _3_,,4] erfc(y) + 3 .[0‘ [nz + 3.17‘] € ”’dn a7

It is noted that Uy(x,t) and U,(x,t) are the outer flow representations of the vortices along the |
ground plane (y = 0). These solutions are restricted to small times and are given by
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Uy = 4 zy"x 2 (18)
" [(X -1+ Yo] [(X + 17+ )’o]
and
2 « dU, d¢ (19)
U,(x,t) = e Io FT'y Ix-f ;:“E"
which are the same forms used by Peace and Riley (1983).
In effect, four Oseen vortex solutions, with Cartesian velocity components given by
Uxy.) = ¢ - Yyt -1, y) - Y.t 1y)) 20)
VAR AN LR ASAER AR ([t S A UER A
and
Vy) = @& - Dgynly) - @ys 1, - y)) 1
+ (x+1)[<l>(x,y,t; - 1; - yo) - @(X,y,t; - 1: )’0)]
where

. ) 1 1 - e-n,[(x-a)u(y-sf]m (22)
d’(x,y,t,a’ﬁ) - 71‘_' (x-a)2+(y—ﬁ)2

have been employed in the outer flow, in the vicinity of x = 1, y = y,. Again, these functions
are restricted to small times, where they do not alter the asymptotic matching conditions.

To summarize, the asymptotically generated velocity field, which constitutes the initial velocity
distribution in the numerical scheme, is a combination of solutions (7), (8), (20) and (21). Small
values of time, compared to the Reynolds number, have been employed. The asymptotic
solution time level selected to generate the initial velocity field depended on the circulation
Reynolds number, but it was the maximum time allowable by the finite term approximations to
the infinite series expansions. The asymptotic solutions were thus used to produce an initial
velocity field whose local gradients could be handled by the numerical grid, but whose series
representations did not represent a significant amount of computational overhead.

31-7




DOMAIN TRANSFORMATION AND BOUNDARY CONDITIONS

A moving grid was considered for this study but was discarded subsequently, due to the
complexity of the vortex trajectory in ground effect and to uncertainty in the viscous zones
requiring fine grid resolution. It was deemed more reasonable to pack grid points adjacent to the
symmetry- and ground-planes and allow the vortex system to move with respect to the grid. This
was possible because the nominal regions where viscous effects occurred were known to a first
order approximation. It is noted further that the elliptic character of the incompressible flowfield
mandates enforcing the boundary conditions at the infinite limits of x and y or alternatively-
developing rigorous boundary condition approximations within a finite domain.

Bilanin et al (1977) and Ting (1983) studied the far field boundary condition problem. They used
the far field expansions of Poisson integrals which could be employed in a finite subdomain of
an unbounded fluid. The exponential decay laws for vorticity distributions were required for the
convergence of the far field expansions (Ting, 1983). The expansions were developed further
by Ting (1983) using integral invariants. Unfortunately, neither the decay laws nor the integral
invariants exist when a no-slip boundary is present because the vorticity distribution in the
viscous ground-plane boundary layer cannot be estimated a priori. Here a coordinate mapping
has been used, employing a simple exponential transformation which yields densely packed grid
points near the ground plane and stretches the grid as the infinite limits are approached. The

mapping
a(l -e%

c (1 - e

23)

transforms 0 € x < o, 0 < y < oo into the finite domain 0 < X < a,0 < Y < c. The
corresponding spacing intervals are

AX = abe™ Ax
AY = cde¥Ay

24

Hence the boundary-layer and vortex core resolution can be controlled by adjusting the arbitrary
constants a, b, ¢ and d.

Since the ground plane spacing is compressed automatically via the coordinate mapping,
resolution requirements are more severe in the far field. In addition, vortex core resolution in
the vertical direction is most sensitive at start-up (y = y,), while horizontal resolution is least
accurate at the end of the numerical simulation (when the vortex core is at the greatest horizontal
distance from the symmetry plane) -- say x,. Since the vortex dilates as time increases, selecting
an appropriate grid spacing initially produces a conservative spacing level at later times.

As an example, if the initial vortex core radius is r, = 0.2, then we would require that Ay,,,
= 0.02 (= r/10) at y,, and that Ax,,, = 0.1 (= r./2) at x,. The Ax,,, spacing will be more
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compact relative to the vortex core due to dilation beginning from t = 0. However, the spacing
interval is given by:

AX < 0.1 abe™™ 25)

and

AY < 0.01 cde™ (25)

Since the number of grid increments in the X-direction must satisfy MAX = a, while NAY =
)

b
M > 10e™

and

N > so;."- (26)

The minimum number of grid points for acceptable resolution occurs whenb = 1/x,, and d =
1/y, and is given by

M 2 10x,e

and
N = 50ye e4)

The boundary conditions in the transformed domain are:

H0,Y,0) =0, y{0,Y,0) = 0, (28)

fa,Y,) =0, vla,y,t) =0, 29)
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- Y
{x,0,) = -cd? 5 (x,0,1), (30)
{X.c.t) = 0, and ¥ (X,c,1) = 0. 32)

The discretized expression for the ground-plane vorticity, Eq. (30), was developed by Roache
(1972), and is given by

{X,0,t) = - 2y, c’d¥/AY? 33)

where the subscript, n, indicates the grid locations adjacent to the ground plane.

In this study, the vertical grid spacing was fine enough to permit implementation of the no-slip
boundary condition on the ground plane without exaggerating numerically the viscous interaction
encountered previously by Delisi, Robins and Fraser (1987).

While the velocity boundary conditions appear to be overspecified (Anderson, 1986), they are
compatible with the velocity components in the transformed domain, given by

_ 9 -
u—a—Y-d(c Y)
(34)

.- -
\ ﬁb(a X)

which can be easily verified. These boundary conditions also satisfy the integral conditions
developed by Anderson (1986).

An alternating-direction implicit (ADI) scheme was used to solve the vorticity transport equation
(1), with the upwind flux-splitting method applied to the convection terms and central-
differencing for diffusion terms. An efficient Poisson solver (Swarztrauber and Sweet, 1979) was
used to solve Eq.(2). Viscous flow in a driven cavity was chosen as a test problem for that
computational scheme to explore the capability of capturing the secondary-vortex evolution
phenomena at high Reynolds number. The systematic numerical studies of this problem are
well-documented in Bozeman and Dalton (1973) and Rubin and Harris (1975).
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STRATIFICATION EFFECTS

The present analysis has employed the Boussinesq approximations to model buoyancy effects.
Specifically, the local density has been assumed related linearly to temperature via

p=pyfl -a(l-T,)] (35)

where « is the volumetric coefficient of thermal expansion and « <« 1. Hence, the density
departure from the reference value can be represented in dimensionless form as

b= (p - po)/po = - (r - To) (36)

The complete Boussinesq model neglects all density variation effects except the body force term
in the momentum equation so that the conservation of momentum equations results in the
modified vorticity transport equation:

a¢ - - 1 dp 1 &
where
F2- T3/ g% (38)

For the case of a linearly stratified ambient fluid, the dimensionless temperature, 8, defined by
6 = (T - THT, (39)

is assumed given in the quiescent, ambient state as
8 = By (40)

Hence, the ambient density departure is given by
7 = -aByT, @1

or

>
I

= ~plaT, 42
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Similarly, the density and temperature fluctuations are related such that

(43)

and
o' = -aTy 44)

Neglecting viscous dissipation, the appropriate conservation of energy equation, invoking thc
Boussinesq approximation is:

1
V3, 45
RePr “3)

N

which can be written in terms of the density fluctuations (through Eq. (44)) for the stably
stratified case as

a , 00 o, o 1 my (46)
.5.t_+uﬁ-+v.57+va; maps " P

Restricting attention to cases where RePr » 1, we can neglect the diffusion terms and the
conservation of energy equation becomes:

%‘:_,+(;.i7.)p’=—v%§. @7)

Alternatively, buoyancy effects could have been introduced through the compressible
conservation of mass equation. By expanding the conservation of mass equation in terms of the
volumetric coefficient of thermal expansion, a, the incompressible continuity equation and Eq.
(46) evolve from the zeroth and first order groupings in the o expansion. Hence, the numerical
simulation is modified via Egs. (37), (41) and (47) when stratification effects are included. The
computational scheme was easily modified to include stratification since the same grid was used
and the density fluctuation equation could be implemented using the same procedures employed
for the vorticity transport equation.

It is noted that the dimensionless parameter, F,, which appears in the vorticity transport Eq.
(37), is related to the Brunt-Vaisala frequency. That is, if the dimensionless density gradient is
defined by

then the Brunt-Vaisala frequency, N, is given by
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o= - 9 48)
dy
- 2.2
N - - 89 T (49)
s, dy  sip?

Stratification effects represent additional difficulties because of the characteristic time introduced
via Brunt-Vaisala or density induced oscillations. If sﬁN/I‘o (=0/E)> 1, buoyancy effects are

significant and the characteristic time (sg/po) is large compared with the time interval over

which density induced oscillations occur. The complication arising from these two characteristic
times has been examined in detail by Hirsh (1985). For more realistic physical problems, F, is
typically quite large and the stratified density gradient (through n) is not large enough to result

in large values of sf,N/I‘o . Consequently, a limiting test case is when the two time scales are

equivalent (2N/T,~1) .

Simulations were run with sgN/I‘ =1, but the density effects were so large that major vortices

of opposite sign were generated very rapidly and the flow quickly became unstable numerically.

AMBIENT TURBULENCE

Inclusion of turbulent effects is an important element of this study. However, due to the
approximate nature of turbulence models, initial work has restricted attention to limited types
of turbulent processes and simple models. It is assumed here that atmospheric turbulence is being
generated by axial (z-direction) wind shear. Since stratification effects are under investigation,
it should be noted that buoyancy induced turbulence effects are usually small in the immediate
vicinity of the ground, when compared to wind-driven fluctuations and have been neglected.
However, some very important types of buoyancy-driven turbulence phenomena are known to
occur with potentially serious consequences (e.g., microbursts), but those processes are too
complicated to be modelled reliably at this time. These catastrophic-type, buoyancy-driven
turbulence effects supercede wake-vortex prediction requirements and should be investigated
separately. In addition, turbulence is generated by the wake vortex structures themselves. Those
turbulence generation processes are also outside of the turbulence modelling capabilities
employed in the present study.
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The dimensionless vorticity transport equation can be written in index notation as
DAQ. du, 1
— -0 = V0, (50)
Dt ’ax "R

c

By assuming that the vorticity components can be decomposed into (slowly varying) time mean
and (rapidly varying) unsteady parts, i.e.,

Q-0+, (51)

with

/
u.=u. +u;

) 3

then the Reynolds averaged vorticity transport equation can be written:

n_‘f_= dvg + 0 (oW
at "o, 5 (05 ) - Fr j( ) 52
& (@)

Here, we restrict attention to mean flows which are steady and parallel in the z-direction, i.e., w = w(y)
so that

=l
1]

u (x,y,t) (53)

and

v (x,y,t )

<i
]

These are essentially two-dimensional flows, but permit the existence of two mean vorticity
components. That is,

~and
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5, - Touo, 5%

with

S
i
O

Consequently, the governing equation on } becomes:

3 . 9.7 3% lgn 3= _ 37
_.+.5;(u§’)+a_y(v§’)—§:V‘§' 2T, 'a‘"y’(m’)

at
2 2 )

(55)

where the {,‘ﬁ: terms are the terms which must be modelled.

We have already stated that atmospheric turbulence has not been coupled with vortex-generated
turbulence in this study. Essentially, it is assumed that the aircraft vorticity field behaves like
a passive scalar, immersed in atmospheric turbulence. In that context, we have assumed that

a0
Q) = - cqA—— (56)
ax;

where g2 is the local turbulent kinetic energy,

@ - L, o7

while A is a turbulent length scale and ¢, is the turbule1ce modelling constant. It is assumed that
q and A are not altered by vortex interactions.

In order to utilize Eq. (56), it is necessary to model q and A. Bilanin, Teske and Hirsh (1978)
have employed a second order closure model, using similar nomenclature, to study vortex wake
decay. When the wake vortex velocity field did not contribute to the turbulence, it was possible
to show that q was constant both near the ground plane and in the far field. In addition, the von
Karman constant, x, can be used to model the characteristic turbulent length scale near the
ground as
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A =~ «y. (58)

Since A should be constant away from the ground, it was necessary to model the intermediate
zone. Here, we have assumed that

Amcfl-e) (59)

which matches Eq. (58) for smail y. von Karman's constant has been taken as 0.4 1n this study,
leaving c, as the remaining arbitrary constant.

Employing Eq. (56) in Eq. (55) yields:

ar 3 I3 a7

—  n SR\ N A 2

at axm 9 ay(; g R, Frast o (60)
el at
w3 *5)

where A is given by Eqs. (58) and (60) and c,, ¢, and q are evaluated using expenimental data.

RESULTS

Based upon previous numerical studies, it was determined that the vortex core centers could be
placed at x, = 1, y, = 2 (and x, = -1, y, = 2, from symmetry) to start the simulations. That
vertical distance y,=2 was deemed close enough to the ground planc to produce detectable
coupling effects after moderate time intervals after start-up, but it was also far enough from the
ground plane to enable the vortex flowfield to establish itself prior to strong ground-plane
interactions. The initial vortex core was assumed to have a core radius, r. , of 0.2 and a 150 x
300 grid was employed in the numerical simulations reported herein. Calculations were
performed using a Cray II computer at NASA Langley Research Center.

Limited experimental data were available for numerical validation studies. Only the experniments
of Liu and Smsky (1990) were used. Their vortex flows were produced using an NACA 0012
wing model and the estimated circulation based Reynolds number (I', * was 7,650. Their
experiments did not investigate stratification effects near a ground plane.

For the unstratified, validation studies, circulation Reynolds numbers of 1000, 7,650 and 75,000
were simulated. Figure 2(a) represents the trajectories (x(1), y(t)) followed by the three
simulated vortices, along with the measured trajectory of Liu and Smasky (1990). The time
histories of x(t) and y(t) for the four vortex cases are shown in Figures 2(b) and (¢),
respectively. The agreement between the numerical simulation and the experiment is quite good.

In order to assess the influence of Reynolds number, stratification and turbulence on the vortex
hazard, some measure of hazard strength was required. However, since the computational
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domain is an unbounded quadrant, overall or global measures of circulation or velocity levels
appeared to be of little value. It was finally decided that circulation and kinetic energy histories
in the aircraft approach zone would be meaningful. The zone was selected somewhat arbitrarily
1o be the area bounde " by -2 < x < 2and 0 < y < 3, which would span a typical runway
entrance. The velocity components and vorticity were computed at each grid point within the
right half of that area (0 < x < 2, 0 < y < 3) at each time level. Subsequently, zonal
circulation, I'(2x3), was calculated by integrating the vorticity over the half area and the
instantaneous kinetic energy within the zone, E(2x3), was computed by a similar integration of

(u?+v?¥)/2 . Those histories are shown in Figure 3 for the extreme Reynolds number cases

(1000 and 75,000). The experiments of Liu and Srsky did not report circulation and energy
history data of this type.

Data were not available for comparison between simulated vortex flows in a stably stratified
ambient environment with ground effect. Stratification effects were tested for a circulation-based
Reynolds number of 1000, at dimensionless Brunt-Vaisala frequencies (n/F,) of N = 0.05 and
N= 0.1. The predicted results for this laminar flow case are displayed in Figure 4, along with
the unstratified case (N = 0), for comparison. The trajectories, lateral and vertical position
histories, along with circulation strength I'(2 x 3) and kinetic energy E(2 x 3) histories are
displayed in Figures 4(a) through (e), respectively.

The background turbulence model, discussed in the previous section, was incorporated in the
simulations for a circulation-based Reynolds number of 75,000. A giobal turbulence constant,
C, defined by

C = ccq

is all that is required to model this eddy-viscosity type turbulence (since ¢, was chosen as 0.5)
and values of C = 0.001 and 0.1 were employed in the simulations. The combined effects of
Reynolds number, turbulence and ground effect on vortex motion and strength are shown in
Figure 5.

DISCUSSION

While the laminar flow simulations (Re = 1000) are less realistic, in terms of aircraft vortices,
they are less ambiguous, in terms of effects of turbulence models and numerical uncertainties.
Consequently, vortex rebound and stratification effects derived from fundamental phenomena can
be discussed with more certainty for those flow cases. Thus stratification effects in the vicinity
of the ground plane have altered vortex trajectories rather remarkably, as shown in Figure 4.

Referring to Figure 4, it can be seen that the vortex appears to literally try to “fall back down
hill” in both stratified cases, even though the initial descent and rebound trajectories nearly
coincide with the unstratified case. The mechanism whicn is responsible for that effect can best
be explained by comparing the computational flow visualization results from the unstratified case
(N = 0) with the stratified case (N = 0.1).

3i-17




Figures 6 and 7 are color panels comparing the vorticity distributions at four time levels for an
unstratified flow (Figure 6) and a stratified flow (Figure 7). Streamfunction contours are
compared in Figures 8 and 9.

The stratification effect on vortex trajectory is most easily understood by looking at the density
distribution. Figure 10 shows density departure contours (from Eq. 41, via V8,35 via o’ given
in Eq. 43) at four different times. There, it can be seen that relatively higher density fluid is
pulled from the ground plane around the primary vortex, where it tends simultaneously to
compress the vortex and cause more rapid vortex deceleration due to increased inertia. While
the vortex doesn’t actually roll back toward the ground by reversing itself like a wheel, the
density distributions show that the body forces actually push the primary vortex back toward the
ground plane and the lateral density variations even push the vortex toward the symmetry plane.
Clearly, density stratification can confine then destroy trailing line vortices much more rapidly
than any other process considered in this study.

CONCLUSIONS

This study has shown that trailing line vortex flows can be resolved in the vicinity of a ground
plane. Vortex trajectory comparisons with the experimental measurements of Liu and Srnsky are
in quite good agreement. The preliminary inclusion of modelled turbulence effects has not
produced any startling results. On the other hand, density stratification can have a very
pronounced effect on vortex trajectories. At the admittedly high stratification levels considered
here, we have shown that vortex hazard alleviation could be facilitated by density stratification
effects within the immediate vicinity of airport runways.
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Figure 2. Comparison between computed and measured (a) vortex trajectories,
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at various Reynolds numbers.
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TOW-TANK SIMULATION OF VORTEX WAKE DYNAMICS

H.-T. Liu
QUEST Integrated, Inc.,
(formerly Flow Research, Inc.)
Kent, Washington

ABSTRACT

Towing tank experiments were conducted to investigate ambient and ground effects on vortex
wakes. Two methods were used to generate the vortex wakes: a towed NACA 0012 wing with
a chord Reynolds number of 20,400 and a slotted-jet vortex generator. The ambient turbulence
was generated by towing upstream of the wing three grids of different meshes. Turbulence
parameters were measured with crossed hot-film probes. The trailing vortex wake, tagged with
a fluorescent dye, was visualized and its evolution was derived from 16-mm movie records. For
weak turbulence with large integral scales compared with the vortex separation, vortex linking
is the dominant mode of instability. The dominant wavelength of the linking decreases with
increasing turbulence intensity or dissipation rate. As the turbulence intensity increases, vortex
bursting appears and eventually replaces linking as the dominant mode of instability. For
turbulence with a small integral scale as compared with the vortex separation, vortex instability
is predominantly of the bursting type.

Trajectories derived from trailing vortex wakes near a simulated ground surface have confirmed
the inadequacy of the two-dimensional inviscid solution. The generation of a relatively weak
secondary vortex causes the primary vortex to rebound from the surface as a result of unsteady
separation. For the slotted-jet vortex generator, the introduction of a rigid surface close to the
jet exit results in the formation of relatively strong and persistent secondary vortices at the
grou.d outboard of the primary vortices. A simple modification of the two-dimensional inviscid
theory -- namely, adding a secondary vortex to the system -- recreates the rebound phenomenon,
which agrees qualitatively with the trend seen in the experiments.

INTRODUCTION

Studies have demonstrated that atmospheric disturbances such as stratification, wind shear, and
turbulence have a strong influence on the evolution of aircraft vortices.'” However, systematic
investigation of these processes is hampered by difficulties in controlling the test coaditions and
in collecting quantitative results during full-scale flight tests. On the other hand, wind tunnel
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testing is limited for studying the wake evolution process because the vortex wake is quickly
swept downwind of the working section. Although empirical, analytical, and numerical models
have been developed to investigate the vortex wake phenomenon, these models have not been
subjected to thorough verification due to the lack of quantitative field or laboratory data.’® An
operational analyiical/numerical model that takes into consideration all the important atmospheric
disturbances does not currently exist.

As soon as a vortex wake is formed, the aging process begins as a consequence of turbulence
diffusion, entrainment, and dissipation. In a quiescent background, de-intensification of vortex
pairing results from sinusoidal instability’ and from vortex breakdown.*® Sinusoidal instability
is a convective instability that arises by balancing the self-induced rotation of a sinusoidally
deformed vortex with the velocity induced at this vortex by the deformed opposite vortex.” The
amplification rate of the instability is exponential in time and depends on the vortex core
structure.'® As a result of the sinusoidal instability, linking of the two trailing vortices occurs
at the position of minimum separation and leads to the formation of a series of vortex rings.

Vortex breakdown or bursting may be described as the abrupt structural change of the tube of
a vortex that is precipitated in a smooth flow seemingly for no reason. The exact cause of
vortex breakdown is not yet thoroughly understood, although simplified theories have been
developed in an attempt to explain the breakdown phenomenon.! Vortex breakdown manifests
itself as a localized bursting phenomenon, or a sudden increase in the diameter of a single vortex
core, and often results in a very turbulent flow.

In a turbulent environment, the aging of vortex wakes becomes a complicated process. Several
investigators have studied the effects of ambient turbulence through numerical simulation.
Bilanin et al.’ studied numerically the dissipation of a 2-D vortex wake in the presence of
ambient turbulence. A second-order closure model was used to represent the turbulence. The
numerical results show that the circulation drop-off as a function of time changes from t* with
no ambient turbulence to t* with turbulence. However, the 2-D model is incapable of addressing
the behavior of sinusoidal instability and of vortex bursting because these phenomena are
inherently three-dimensional.

Assuming that the integral scale of the ambient turbulence is large compared with the vortex
separation, Crow and Bate? derived the following expression to predict the lifespan of a trailing
vortex pair or the time at which the two vortices touch due to linking instability:

t,Me 0 S 115, € < 0.3 (1)

and

t, =041 €', € > 03 (1b)
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where ¢" = (eb/W.)? and t," = W t,/b,. Here, b, = Sx/4 is the vortex separation, t, is the
lifespan, W, is the initial vortex downwash velocity, and ¢ is the turbulence dissipation rate. The
two parts of Eq. (1) are matched at ¢’ = 0.3.

Using a light Cessna 170 airplane with a wingspan of about 11 m, Tombach' conducted a series
of experiments in the atmospheric boundary layer under a wide range of stability conditions.
He estimated the lifespan of the vortex pair from the visual records and found that the data may
be enveloped by two lines:

t =15 &7 (2a)

and

t =70 €7 (2b)

where t is the time. For the cases where linking of the vortex pair was observed, the lifespan
agrees fairly well with the predictions of Crow and Bate,’ i.e., Eq. (1). One finding of
particular interest is that at any level of turbulence the lifespan tends to be the same, regardless
of whether the instability is bursting or linking. This suggests that, at least to first order, ¢* =
(eby/W )" may be the only dimensionless parameter required to determ'ne the effects of
ambient turbulence on the lifespan of vortex wakes. For isotropic turbulenc.,' the following
relationship holds:

e = Kq¥/L, with K = 0.25 3)

where q? is the total turbulence kinetic energy and L, is the integral scale of the turbulence. If
Eq. (3) is proven sufficient to specify the ambient turbulence, all we need to measure is g*. Note
that the ground effects, with the length scale of atmospheric turbulence proportional to the height
above ground, have not been incorporated in Eq. (3).

The greatest impact of the vortex wake of a large aircraft on smaller followers is near ground
level (< 60 m), where the smaller aircraft may not have sufficient time or space to recover from
the influence of the swirl in the wake. Also, the ground plays an important role in modifying
the trajectory of the vortex wake during takeoff and landing. The ground surface acts as a
reflection plane, and the motion of the vortex pair is determined not only by the mutual
induction of the vortices but aiso by the image vortex pair below the ground surface. In other
words, the trajectory of the ideal vortices is determined by the mutual induction of four vortices.

In an attempt to explain the above phenomenon, Harvey and Perry” conducted an experiment
using a half-span wing to generate a single vortex passing over a moving floor in a wind tunnel.
They reported that the passage of the primary vortex induces a cross-flow on the ground with
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an attendant suction peak beneath the vortex core. Consequently, the cross-flow boundary layer
has to negotiate an adverse pressure gradient once it has passed under the vortex. When the
vortex is sufficiently near the ground, the adverse pressure gradient is strong enough for
separation from the boundary layer to occur, and a separation bubble forms containing vorticity
opposite to that of the main vortex. The bubble grows rapidly and finally detaches from the
ground forming a secondary vortex, which remains outboard of the primary vortex. One of the
effects of the secondary vortex is to induce an upward movement of the primary vortex.

In another study, Bilanin et al.' incorporated a viscous ground plane in a second-order closure
turbulence model to simulate the ground/vortex interaction. The numerical solution
demonstrated the growth and separation of the boundary layer beneath the approaching vortex,
resulting in a counterrotating secondary vortex. The secondary vortex induces an upward and
outward motion on the approaching vortex, leading to the rebounding phenomenon. One of the
most important findings is that the rebounding phenomenon does not occur unless the viscous
boundary layer condition is applied. Didden and Ho' investigated experimentally the
impingement of a jet on a flat plate. The vorticity in the shear layer combines to form a
secondary vortex and protrudes into the inviscid region, leading to unsteady separation. The
generation of the secondary vortex has been confirmed computationally using the method of
large-eddy simulations.'®

This paper is an excerpt from two papers.'”** It presents the results of several series of towing
tank experiments with emphasis on the effects of ambient turbulence on the vortex wake and the
rebound of primary vortices due to ground effect.

TECHNICAL APPROACH AND EXPERIMENTAL METHODS

The use of a towing tank has been demonstrated to be most suitable for studying the evolution
of vortex wakes.>'” The simulated vortex phenomenon has the same spatial and temporal
references as those of airplane wakes, and the turbulence and ground effects on the vortex
evolution may be easily simulated under different atmospheric conditions.

The towing tank system used in this study is 18.3 m long, 1.2 m wide, and 0.91 m high. It has
glass sidewalls and a glass floor to permit visualization from all directions. A description of the
towing tank system for physically modeling vortex phenomena is given elsewhere.!”

Vortex wakes were generated using two different methods: a rectangular wing model (NACA
0012) towed along the axis of the tank and a slotted-jet vortex generator (for studying the ground
effects only) with its axis perpendicular to that of the tank. The NACA 0012 wing model has
a 10.2-cm span and a 5.1-cm chord. For a towing speed of 40 cm/s, the chord Reynolds
number is 20,400. The wing was set at - 10° for all the runs. Instead of using a strut or sting,
a special mounting technique was used to suspend the wing with three thin, stainless-steel wires
(0.008 to 0.013 cm in diameter). This eliminated any flow interference by the strut or sting,
which would interact with and possibly contaminate the vortex wake during its evolution. For
a det';xiled description of the wing and its performance, such as its stability during tow, refer to
Liu.!
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Ambient turbulence was generated by towing three grids, with square meshes of 1.45, 10.2, and
20.3 cm and corresponding solidities of 0.3, 0.2, and 0.1, through the tank. The small grid,
made of plastic, had elements with cross sections of 0.35 x 0.96 cm? with the long side oriented
in the streamwise direction. The medium and large grids had square elements with a cross
section of 1.27 x 1.27 cm?; the large grid had the same frame as the medium one with half of
elements removed. The theoretical prediction of the vortex lifespan due to the onset of linking
instability [Eq. (1)] was derived under the assumption that L, is large compared with the vortex
separation. The medium and large grids were selected to generate ambient turbulence with
integral scales comparable to or larger than the vortex separation in order to meet the above
assumption.

The characteristics of the grid-generated turbulence in terms of turbulence intensity, dissipation
rate, and integral scale were measured with an array of four to five quartz-coated hot-film
probes (TSI 1248Y) driven by a TSI constant-temperature anemometer (Model 1053B). The
probes were mounted on a stainless-steel strut (1.3 cm thick and 15 cm wide), with tapered
leading and trailing edges, and towed behind the grid at the same speed as the grid. Three of
the probes were oriented to measure the longitudinal (U) and vertical (W) velocity components,
and at least one probe was rotated 90° to measure the longitudinal and lateral velocity
components. The hot-film probes were calibrated by towing them (with no grid) at several
speeds in a quiescent fluid. The tow speeds and the corresponding voltage outputs of the two
film elements were fitted with second-degree polynomials. The two velocity components were
derived from the outputs of the two elements using the cosine law.

The ambient water usually returns to a quiescent state in about one and a half hours after a run.
We consider the ambient to be quiescent when the maximum residue motion in the tank is less
than 0.08 cm/s. The motion in the tank is monitored by tracking purple streaks left behind fine
potassium permanganate crystals released into the water column. For a reference run without
the grid, we wait until the tank is indeed quiescent.

From the experimental data, we can estimate the dissipation rate, e, according to the formula
derived for locally isotropic turbulence®:

e = 15 v (Ou/dx)? (4a)
or
e = 15 » (Qu/atP? /U (4b)

using Taylor’s hypothesis, where » is the kinematic viscosity, and u and U are the fluctuating
and mean velocity component along the x axis coincident with the tow direction. Therefore, we
can estimate the dissipation rate from the mean square of the time derivatives of the longitudinal
turbulence velocity fluctuations, with the noise subtracted from the signals.”

Ground effects on the vortex trajectories were simulated by placing the NACA 0012 wing below
the water surface at -10° incidence; several depths were tested. This setup corresponds to an
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inverted model of a vortex wake generated by an aircraft flying near the ground at a constant
altitude. To simulate a rigid surface in the towing tank, the water surface was covered with
rigid foam sheets, leaving a narrow gap (10 to 15 cm or 1.25b, to 1.9b, wide) directly above
the wing to clear the suspension wires. From the visual records, it can be seen that the vortices
quickly separate beyond the width of the gap, so the gap has little effect on the rebound process.
In a few cases, the water was left free to enable visualization of both the top and end views of
the vortex wake. These tests also allow comparison of differences in ground effects that are
attributable to different surface types.

The second vortex-generation method used in this study is a slotted-jet vortex gencrator that
operates by ejecting fluid out of a box through a narrow slot. This vortex generator consists of
a sealed box with a slot 5.7 cm wide and 120 cm long (the same as the tank width) on its bottom
side; the edges of the slot have a 45° bevel. The box is made of aluminum with dimensions of
18 cm (width) by 32 cm (depth). The bottom of the box is submerged below the water surface,
and the vortex pair is formed and exits from the slot. The water level in the box is lifted by
means of a vacuum pump. Compressed air is supplied by a large shop compressor. A pressure
line is connected to a paint tank that is partially filled with water; a separate pressure line
connects the paint tank and the generator box. The volume of water in the tank is inversely
proportional to the pressure used to drive the vortex generator. The generator was specifically
designed to introduce a "soft stop” at the end of the stroke to prevent the generation of the
coun.2rrotating vortex pair which quickly annihilates the primary vortex pair.

Fluoi ascent dye illuminated by a laser sheet was used to trace the vortex wakes.'” In the towed
wing experiments, a thin paste of fluorescent dye (e.g., fluorescein disodium salt) mixed in corn
syrup was spread onto the side edges of the wing. For the slotted-jet vortex pair, a neutrally
buoyant fluorescent dye solution was suspended in the vortex generator just above the slot. The
dye was carried into the vortex pair to serve as the tracer for visualization. For the trailing
vorte x wake, visualization of the end view was achieved by illuminating a plane perpendicular
to the axis of the tank with a sheet of laser light (5-W argon laser) generated by projecting the
lasei beam onto an oscillating mirror. Cameras were placed outside the tank at about 30 from
the tank axis. Corrections were applied to measurements of the vortex trajectories to account
for aay distortion due to the perspective angle.

RESULTS
Ambient Turbulence
From the time series of the velocity components, we derived the turbulence mtensny, the
dissipation rate, and the integral scale.”” Dimensionless parameters were formed by using M or
b, and U or W, as the length and velocity scales, respectively.
Figure 1 shows the decay of the dimensionless dissipation rate, ¢, derived from the time series
of the longitudinal velocity components. Here the noise is subtracted from the signals.!” For

the three grids, the dissipation rates follow (x/b))®”", as indicated by the straight lines fairing
through the individual data sets. The lines may be represented by
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€ =9.07 xb)*" forM = 1.45 cm (5a)

and

€’ =282 (x/b)*" for M = 10.2 and 20.3 cm (5b)

The above equations were used to design the experiments for investigating the effects of ambient
turbulence on the vortex instability. For large distances x/M >200 at which the signal-to-noise
ratio is too low to provide meaningful measurements, the dissipation rates were extrapolated
according to these equations. The integral scale of the ambient turbulence, L;, generated by the
three grids is estimated from the integration of the autocorrelation coefficient of the longitudinal
velocity component.’? The trend of increasing Ly/b, with the increase in x/b, is established.
The results show that the L; generated by the small grid is small compared with b,, whereas that
generated by the medium and large grids is about the same as or larger than b,. For large
distances downstream of the grid (i.e., x/M >200), L, is at least as large as b,.

From the equations for the total turbulence kinetic energy, the dissipation rate, and the integral
scale,'” we derive the dissipation rate in the form

e = 0.18 q%/L,

which is in the same form as Eq. (3) except that the constant is different as the result of
anisotropy. The above equation is a convenient alternative for estimating the dissipation rate.

Visualization of Effects of Turbulence

Figure 2 is a top view of a trailing vortex wake in a quiescent fluid at several time intervals after
its generation. Initially, the trailing vortex pair manifests itself as two parallel straight lines
representing the thin cores. It is evident in this figure ihat vortex linking is the sole mode of
instability. The first linking is observed at t,* =5, The wavelengths of the linking range from
5b, to 9b,. The linking may best be described as a deterministic process superimposed with a
certain degree of randomness, where randomness refers to the discrete locations at which linking
takes place. Here, the coherent vortex motion disappears soon after the linking occurs; at
others, the coherent vortex may persist for quite some time. As measured from the movie
records, the first and subsequent linkings are observed between t,*= 4.3 to 6.6.

Figure 3 shows a top view of a trailing vortex wake in the presence of ambient turbulence
generated by the large grid at x/b, = 355 (¢° ~ 0.2). Linking is still the predominant mode of
vortex instability, with only a few bursting events observed prior to and during linking. There
are considerable spatial and temporal variations in the linking process. For the same time after
passage of the wing, the two vortex trails show more distortion and diffusion than their
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nonturbulent counterparts (Fig. 2). As a result, linkings are observed between t,*=2 and 4,
depending on where the linking occurs. The dominant wavelength of the linking taking place
in the middle of the area shown in the figure does not differ much from that of the reference
case. These visual results have demonstrated that the lifespan decreases with decreasing the
separation distance between the wing and the grid, x/b,, as anticipated. Here, the lifespan has
been generalized to include the time at which local bursting takes place, which is not modeled

in Eq. (1).

Figure 4 is a close-up view of the development of a vortex wake that is exposed to relatively
stronger ambient turbulence (¢ = 0.4) than that shown in Fig. 3 using the same large grid. It
can clearly be seen that both linking and bursting take place in relatively strong ambient
turbulence. The dominant wavelength of the linking is about 3 times the vortex separation,
which is considerably shorter than that in a quiescent ambient (see Fig. 2). With further
increase in the turbulence intensity (¢° =~ 0.5), bursting becomes the dominant mode that
destroys the vortex wake, as observed in Fig. 5. There is no sign of any linking development
in the short duration before the vortex wake is completely destroyed by bursting.

Careful examination of the visual results has led to the identification of several trends. In the
wake of the medium and large grids, the onset of instability is predominantly of the linking type
for small €" but shifts to the bursting type as ¢ increases. In the wake of the small grid, the
induced instability is of the bursting type. It is important to point out that vortex instability is
an extremely localized phenomenon, as is evident from the visual results. The vortex motion
is highly organized and potentially hazardous to followers except at discrete locations at which
the first and subsequent linking or bursting events take place. This must be kept in mind when
optimizing aircraft spacing using laboratory and field results.

From the visual records, we measured the dominant wavelength of vortex linking, L,, in the
wakes of the medium and large grids. The trend of inverse proportionality of L,/b, with ¢ is
clearly established. Note that e is proportional to q*/L [Eq. (6)]. The above trend indicates that
L,/b, increases with ¢%/U, and (L¢b,)", which is consistent with the visual observations.

Effects of Dissipation Rate on Lifespan

The visualization results were used to derive the lifespan of the vortex wake as a function of the
dissipation rate. Attempts were made to verify the theory developed by Crow and Bate? [Eq.
(1)], which has been subjected to limited verification via field experiments.! For consistency
with the theory, we select only the first linking or bursting as observed from the visual records
(top view). To account for the decaying turbulence field, the dissipation rate is defined as the
average of the dissipation rates measured at the time of vortex generation and at the time of the
linking or bursting.

In Fig. 6, we plot the dimensionless lifespan t," = W t,/b, versus the dimensionless dissipation
rate ¢ = (eb,/W.’)'”. The solid and dashed curves correspond to the theory of Crow and Bate?
[Eq. (1)] and to the envelope of Tombach’s field data' [Eq. (2)]. The various symbols represent
our laboratory results derived from the visual records (see legend). The solid symbols represent
the lifespans at which the first linking or bursting event takes place.
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Also included in Fig. 6 are the results in a quiescent environment under neutral and weakly
stable conditions, with the values of ¢ are estimated to be 0.01 and 0.005, respectively.'* For
the stable cases, the water in the tank was thermally stratified with a Brunt-Vaisala frequency
less than 0.02 rad/s. In the nearly quiescent environment, Eq. (1) (solid curve) predicts only
small changes of t,” with ¢°, and errors resulting from an inaccurate estimate of € are relatively
small. Except for runs under quiescent ambient conditions, most of the data points are above
the solid curve, which is consistent with the trend seen in the field experiments.! This indicates
that Eq. (1) tends to underpredict the lifespan of the vortex wake in a turbulent environment.
For practical applications, one must keep in mind that vortex linking is localized phenomena,
particularly at their onset. Except at discrete places where linking or bursting takes place, the
vortex motion is largely coherent, and the potential hazard rema.ns even after the onset of vortex
instability (see Figs. 3 and 4).

In Ref. 17, it is demonstrated that the lifespan due to vortex bursting induced by the small grid
is shorter than that due to linking in relatively weak turbulence. For example, the former is
about three to four times shorter than the latter at ¢’ = 0.1.

GROUND EFFECTS
Visualization

Figure 7 is a series of photographs excerpted from a movie record showing the end view of a
trailing vortex wake approaching and rebounding from a covered surface 1.9b, above the wing;
refer to Ref. 18 for a comparison of the visual results in the absence of ground effects. The
dimensionless time W t/b, is shown on the side of each photograph; the initial nondimensional
depth h/b, was 1.9, where h, is the initial release depth of the vortex pair. The appearance of
the vortex elements at any instant and location may vary depending on how much dye was
entrained to track the cores and recirculation regions. The covered surface is identified by a
bright line above the vortices. In the photograph series, the evolution of the secondary vortex
from the primary vortex can be seen most distinctly in the right-hand-side primary vortex, which
shows a relatively clear pattern.

At W Vb, = 0, the vortex pair appears as two tightly wound thin cores that expand as the dye
diffuses into the recirculation region. As the vortex pair moves upward, the vortex separation
begins to increase (W t/b, > 1) as the water surface is feit. In the absence of dye outside the
primary vortex, the initial generation of a secondary vortex at the water surface outboard of the
primary vortex is not visible. The secondary vortex only becomes identifiable after dye from
the primary vortex is entrained into the newly formed recirculation cell (but not the cores) and
outlines the structure. The generation and evolution of the secondary vortex is convincingly
illustrated for the slotted-jet vortex pair as shall be seen. At W t/b, = 2, the secondary vortex
is barely identifiable outboard to the right of the primary vortex. Subsequently, the secondary
vortex is outlined by the dye spirals around the primary vortex (2 <W, /b, <4) and finally
turns into a turbulent patch that separates further from the primary vortex (W ,tb, >4) and
disintegrates. This action indicates that the secondary vortex is weaker in strength than its
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primary counterpart. Similar evolution patterns are observed in a test run with a free water
surface.’® The strength of the secondary vortices is comparable for the two runs. As
demonstrated by Bernal et al.,?, surface contamination causes the free surface to act like a rigid
surface.

These visual results confirm the scenario inferred by Harvey and Perry.!* The same
phenomenon has also been seen in the results of experimental and numerical modeling studies
of a jet impinging onto a fixed wall.'*! The authors of these studies attributed the formation
of the secondary vortices to the unsteady separation of the wall boundary layer caused by an
adverse pressure gradient, again reinforcing the visual results presented here.

In an attempt to demonstrate the rebound phenomenon convincingly, the slotted-jet vortex
generator was used with a rigid plate made of Plexiglass (1.2 m x 3.2 m) placed below the exit
slot to simulate the ground. Fig. 8 illustrates the evolution of the slotted-jet vortex pair in
ground effect with h,/b, = 1.78. The vortex separation increases as the vortex pair approaches
the surface. The bottom of the oval contacts the surface between W /b, = 0.54 and 0.81. The
formation of a counterrotating secondary vortex beneath and outboard of the right primary vortex
becomes evident at W t/b, = 0.81.

Again, the secondary vortex is not visible in the absence of dye outboard of the primary vortex.
The secondary vortex can be identified after dye from the primary vortex is entrained into the
recirculation region of the new formation. As soon as the secondary vortex begins to form,
rebound of the primary vortex is initiated. The primary and secondary vortices form a vortex
pair that moves upward. The top of the oval contacts the bottom of the exit plate of the vortex
generator between W t/b, = 1.2 and 1.6. Now, a tertiary vortex is generated outboard and
above the secondary vortex. These vortices form another vortex pair that moves away from the
primary vortex, which is rapidly disintegrating. Tipping of the vortex pair is clearly observed
as it moves away from the bounded region between the two plates (the top plate is only 2.2b,
beyond the slot of the generator).

Vortex Trajectories

Figure 9 illustrates the trailing vortex trajectories in a vertical plane perpendicular to the vortex
axis. The coordinates of the trajectories y and z are derived from the measurements of h and
b, where h is depth of vortex cores to the mean water surface.!® To conform with classical
theory by Lamb,'®? the coordinates are nondimensionalized with b, the asymptotic vortex
separation for y and z approaching infinity. The symbols represent the experimental results, and
the solid curve represents the corresponding theoretical values of a parabola.? For h/b, = 8.2,
the presence of the surface has little influence over the vortex wake before it is disintegrated due
to the linking instability. In fact, the evolution of the linking instability results in a relatively
large discrepancy between the measured and predicted trajectories. The rest of the experimental
results appear to collapse onto a single curve close to the hyperbolic trajectory for y/b,, <1 and
then branch out into two distinctive groups, h/b, = 1.3 to 3.2 and h/b, = 0.64, when y/b,,
>1.
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For y/b,, <1, a slight discrepancy is anticipated in the theory due to the idealized representation
of trailing vortex wakes by two parallel line vortices. Note that the initial separation measured
from the visual results is equal to the span of the wing, which is 2 factor of 4/x larger than b,.
The experimental results tend to be above and to the right of the theoretical curve, indicating
that the primary vortex is less penetrative than predicted by the two-dimensional theory.

For y/b, >1, the inadequacy of the classical theory in accounting for the rebound of the
primary vortex is evident. For h,/b, = (.64, the trajectory is seen to deviate considerably from
those at larger h/b,. As shown in Ref. 18, b/b, begins to increase immediately after the wake
is released, which differs from the trend of the others with larger h,/b,. The close proximity of
the surface could have resulted in a strong impingement of the vortex pair onto the surface,
which may alter the strength of the secondary vortex.

An attempt is made in this section to examine the effects of the secondary vortex on the rebound
of the primary vortex. The classical two-dimensional theory is modified by adding a line vortex
to account for the secondary vortex. Because the velocity induced by a vortex is inversely
proportional to the square of the distance traveled, it is assumed that to a first-order
approximation, the modification of the trajectory of the primary vortex is due to the effect of
the nearest secondary vortex. The total induced velocity of the primary vortex becomes

AL - 2
2; - Xy + 'Y cOs 0’ (7)
dt  4xrz 2t/

where x and x' are the circulation strength of the primary and secondary vortices, r the
instantaneous distance of vortex center from the origin, r' the distance between the primary and
secondary vortices, 6 the rotation angle of the primary and secondary vortice, y the horizontal
axis perpendicular to the flight path, and t the time.

dz _ -xz’ K sin¥ ®)
dt  4ar’y 2%’

where z is the vertical distance,

Egs. (7) and (8) therefore describe the superposition of a translational velocity due to the four
primary vortices (of which two are the mirror image) and the rotational motion induced by the
nearest secondary vortex. The differential equation describing the trajectory of the primary
vortex is modified to

Note that three additional unknown parameters, «’, t’, and ¢’, were introduced. The angle of
rotation of the primary and secondary vortex pair can be expressed as'
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Assuming that the secondary vortex is induced at the ground surface, and that the distance r’ and
vortex strength « and ' remain constant, the system of Egs. (7), (8), and (9) can be numerically
computed using the second- and third-order Runge-Kutta algorithm. Four curves corresponding
to the conditions «'/x = 0.3, 0.7, 0.8, and 0.9 are shown in Fig. 10. In these computations r’
= b,/2 is assumed. The secondary vortex was assumed to be induced at the matching position
when y/b,, = 1.0 and z/b,, = 0.577. In the figure, the trajectory given by the classical theory
is shown as a solid curve.Z Note that the trajectories for x'/x = 0 and 1 are idertical to those
computed from the classical theory.

From the comparison of the classical and modified theories in Fig. 10, several interesting
features of the vortex system are observed. First, the incorporation of the secondary vortices
has brought about the rebound of the primary vortex, which agrees qualitatively with the present
experimental results. The trajectories derived from the modified theory show that the rebound
motion is periodic; the amplitude and the wavelength depend on the x'/x ratio. The periodicity
results in momentary arrest of the vortex separation, which is observed experimentally (Ref. 18;
see also Ref. 13). The modified theoretical results are in agreement with more elaborate
numerical models (e.g., Refs. 13, 23 and 24). It should be emphasized that the theory considers
two idealized line vortices. In reality, disintensification of the vortex core as a result of
diffusion and turbulent mixing would smear the appearance of the periodicity, even if it is
present.

The visual results of the trailing vortex pair (Fig. 7) show that the strength of the secondary
vortices is weaker than that of the primary vortices. Therefore, we expect the ratio of x'/x to
be less than unity. Intuitively, x’/x should decrease with increasing h,/b,, as the primary vortex
disintensifies greatly with the long travel time accompanied by a large h,/b, before impinging
onto the ground and initiating the secondary vortex. For the extreme case, the vortex pair
released at h,/b, = 8.5 does not feel the presence of the ground before it disintegrates. This is
consistent with the trend shown in Figs. 9 and 10, except that the periodicity in the solution of
the modified theory causes the trajectory for x'/x = 0.3 to reverse after a strong initial rebound.
Visual results show that the vortex separation between the secondary and primary vortices
increases with time as the former spirals around the latter. This also suggests that the periodicity
would not be observed in the real fluid.

The good qualitative agreement between the prediction by the modified theory and the
experimental results indicates that the inception of the secondary vortices provides the essential
physical mechanism to effect the rebound phenomenon. Accurate prediction must rely on more
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sophisticated numerical models capable of realistically simulating the viscous-inviscid interaction
near the boundary.

CONCLUSIONS

Several series of towing tank experiments were conducted to investigate the ambient turbulence
and ground effects on vortex wakes. Fluorescent dye was used as a tracer to visualize the
evolution of the vortex wakes generated by a towed NACA 0012 wing and by a slotted-jet vortex
generator. The important findings from the laboratory experiments are summarized below.

(1) In a quiescent environment (¢ <0.01), linking is the dominant mode of vortex
instability. Ambient turbulence with integral scales comparable to or larger than
the vortex separation promotes linking instability, shortening both the lifespan and
the dominant wavelength of the linking. As the dimensionless dissipation rate
increases (¢* <0.2), vortex bursting emerges at various places along the sinuously
distorted vortex wake. In strong turbulence (¢° > 0.4), vortex bursting becomes
the dominant mode of vortex instability.

) Turbulence generated by the small grid, which has integral scales smaller than the
vortex separation, promotes predominantly vortex bursting. For relatively weak
turbulence (¢* = 0.1), the lifespan is much shorter (by as much as a factor of 4)
than that due to linking/bursting induced by turbulence generated with the
medium and large grids.

(3)  With the exclusion of the results of the small grid, the laboratory measurements
compare reasonably well with the theory’ and with field measurements,’
especially when the lifespan of the first link or burst is used in the comparison.
For practical consideration, t,” depends solely on ¢” for both linking and bursting.
The vortex motion is highly coherent except at discrete points of the first or
subsequent vortex linking or bursting events. We recommend the adaptation of
an equation for the dimensionless separation time between takeoffs/landings for
small followers by multiplying Eq. (1) by a safety factor of 2, which may be
adjusted according to the classes of larger follows.

(4)  The generation of a secondary vortex outboard of the primary vortex leads to the
rebound of the latter from either a free or rigid surface as demonstrated through
v'-ual experiments. The vortex separation between the secondary and primary
vuitices increases with time. The secondary vortex generated by a slotted-jet
vortex pair is higher in strength and longer in persistence than that generated by
the trailing vortex wake.

(5)  Our results have confirmed the scenario inferred by Harvey and Perry!® where the
secondary vortex is due to unsteady separation of the boundary layer in which the
flow has to negotiate an adverse pressure gradient created by the impingement of
the primary vortex.

32-13




6 A simple modification of the two-dimensional inviscid theory -- namely, adding
a second vortex to the system -- essentially recreates the rebound of the primary
vortex, which agrees qualitatively with the expenmental results. The rebound
curvature appears o reach an asymptotic magnitude when the inital release 1s
sufficiently far from the ground surface. The critical dimensionless distance is
approximately one (h,/b, = 1).
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Figure 4. Simultaneous development of vortex linking and bursting in grid
turbulence- ¢ = 0.4 and M = 20.3 cm.

32-18




TIME IN
SECONDS TOP VIEW t

10.3 gl

15.1

Figure 5. Bursting shown as the dominant mode of vortex instability in grid
turbulence- ¢’ ~ 0.5 and M = 20.3 cm.

32-19




10.000 + N\ N\

1.000 +

0.100

4 M=10.2cm
B M=203cm

—— Reference 2

- - Reference 1

v No Grid, Neutral & Calm

¢ No Grid, Stable & Calm

yare o Bessnndrnmsrefmmed

Semdliond

0.001 0.010 0.100 1.000 10.000

b PP | & & Bondaded 3 N
-y ettt Ty * Tt e \g PPy

Figure 6. Lifespan of a trailing vortex wake as a function of the dissapation
rate with the result of the dissapation rate with the results of the
small grid excluded, first linking and bursting only.

32-20




W, i, W,ilb,

Figure 7. Visual results of a trailing vortex pair released close to a covered
water surface (white line), h/b, = 1.9.
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VORTEX ROLL-UP, MERGING AND DECAY
WITH THE UNIWAKE COMPUTER PROGRAM
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Continuum Dynamics, Inc.
P.O. Box 3073
Princeton, New Jersey 08543

ABSTRACT

The numerical simulation of vortex merging and decay, particularly behind large commercial
aircraft, was initially made possible by the NASA WAKE code developed in 1975. Significant
enhancements to that code were achieved in the last three years with the development of the
UNIWAKE code for the Department of Transportation. This code combines four elements of
the merging process: (1) a vortex lattice model patterned after the work of Margason and Lamar
to determine the wing loading; (2) a Betz roll-up model of the load distribution, including axial
velocity effects; (3) a turbulent transport finite difference model extending the previous WAKE
solution scheme to fourth-order accuracy; and (4) a three-dimensional unsteady analysis
replacing the merged vortices by curved vortex elements, leading to vortex linking and
pinch-off. This paper summarizes each model stage, and examines extension. for solution
imprevement.

INTRODUCTION

Airport capacity is intimately related to FAA regulated separation standards between landing and
taking-off aircraft. Current separation standards were determined after an extensive in siru
measurement program undertaken by the Federal Aviation Administration of the U. S.
Department of Transportation. Subsequent measurement programs identified that, among other
aircraft parameters, wake intensity is a function of engine placement (Hallock and Eberle 1977).
Although aircraft wake research has been active for more than fifteen years, an analytical
methodology has, to this point, not been developed to assess wake intensity prior to the testing
of the prototype. Due to the complex interactions of the vortex wake with engine exhaust and
the atmosphere, this methodology must necessarily be a computer simulation of wake evolution.
If such a tool could be developed and validated, aircraft designers would be able to factor wake
intensity into future generation commercial jet liner designs. In addition, government FAA
regulators would have an additional tool (besides direct measurement) to assess wake intensities
of current operational and future jet liners.
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UNIWAKE is such a tool, developed to evaluate the vortex wake intensity behind current and
future generation jet liners. The UNIWAKE technology incorporates the wake miligatng etfects
of propulsion wash, profile drag and atmospheric turbulence diffusion in s relitnvely
"easy-to-use” computer code. The software does not introduce uny new  physics o
understanding the dynamics of the evolution and decay of aircraft vortex wakes, but rather
assembles known technologies to provide a software product which is rehable, accurate and cost
effective. This computer code should permit direct prediction of wake intensity behind jet hiners
operating under similar conditions, and lead to a consistent interpretation of withe hazard.

OVERVIEW

UNIWAKE (UNIficd WAKE analysis) is a collection of FORTRAN computer programs that can
be used to investigate the downstream behavior of aircraft vortices generated at an areraft wing.
The calculation procedure 1s supervised by a master oversight program that interactuively pernits
the user to proceed through the computational steps desired (or to begin and end wathin the
computational stream) from aircraft planform lift and drag, to vortex hinking, as summarized in
Figure . These steps include the following operations:

a) Calculation of the lift circulation distribution on the aircraft wing planform by
vortex lattice. The vortex lattice computation develops the wing lift circulation
distrnibution from user-specified aircraft characteristics (planform shape, twist and
camber of wing, assumed distribution of horseshoe vortices) and operational
characteristics (aircraft weight and speed).

b) Roll-up of the lift circulation distribution and profile drag distribution into distinct
trailing edge vortices by the Betz methodology. Betz roll-up computation
identifies the discrete vortical structure (location, strength and core size of
swirling and axial velocities) given the computed wing hift circulation distribution
and user-specified sectional profile drag characteristics.

©) Initialization and subsequent integration of turbulent merging and decay of these
vortices, with jet engine exhaust, by a fourth-order accurate solution of the
modeled incompressible Navier-Stokes equations of motion, including
second-order closure of the turbulence. Wake turbulent merging and decay
computation evolves from the vortical structure and the modeling of aircraft
engine effects.

d) Inviscid line vortex filament interaction of the merged vortices to pinching,
utilizing curved vortex elements. Line filament sinusoidal instability computation
continues from the merged wake vorticity distribution, and leads to pinching and
wake destruction.

These steps are not a new and revolutionary way of numerically assessing wake intensity for
existing and future commercial jet liners. Rather, they are seen to be the application of
available, proven numerical models to this problem area. The above discrete (and solvable)
steps are a natural extension of previous work in this area.
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Because of the several fluid dynamic and aerodynamic disciplines incorporated in these four
steps (Donaldson and Bilanin 1975), the resulting computer code will be useful only f
possesses the following attributes:

L. It must be easy to use. There 18 no reason o assemble numencal models that
approximate reality if they are so difficult to understand or so cumbersome (or
subtle) to operate that no one will take the time o fcarn how o use them.

2. The numerical models should certainly be validated, either by comparison with
available data (in most cases a qualitative test), or by the successful applicabon
of the same technique to situations beyond the immediate scope of this research,

3. The collected models must, in each of their parts, be cost effective and
computationally efficient. It may be the easiest software to use and be venfied
by everyone connected with the subject area, but if it takes enormous computer
resources then it will not be used.

4. The structure of the overall package must be easily modified as new techniques,
new interpretations and new approaches become available.

5. The computational product must be well-documented. 1t may contain all four of
the previous attributes, but if its operational instructions are incomprehensibie,
then it will simply not be used.

UNIWAKE builds these elements into a single computer product, controlled by a master
oversight program that interacts with the code user through the schematic shown in Figure 2.
The four existing code modules are briefly discussed below.

Wing Lift and Drag Distribution

The first step in the computational process of analyzing wake effects behind large aircraft is the
development of the load distribution on the wing planform. This task is accomplished by a
well-documented, extensively embraced and employed technique known as vortex lattice. This
method, in all of its numerous incarnations, is an extension of the finite step lifting-line method
described by Glauert (1948) and applied by Campbell (1951). This method assumes that flow
over the wing planform is steady, irrotational, inviscid, incompressible and attached
(compressibility is modeled by the Prandtl-Glauert similarity rule). The Biot-Savart law is used
to represent disturbances created in the flowfield by the load distribution on the planform. In
essence, the planform is divided into many elemental panels. Each panel is replaced by a
horseshoe vortex made up of three filaments: a vortex filament across the quarter chord of the
panel and two vortex filaments in the streamwise direction, one on each side of the panel
(starting at the quarter chord position) and trailing downstream in the freestream direction to
infinity. The boundary condition for each horseshoe vortex is satisfied by requiring that the
local fluid flow over the panel be parallel to the planform surface at the three-quarter chord point
of the panel. The load distribution required to satisfy this tangency condition at every elemental
panel is then determined by the solution of a matrix equation. Finally, the Kutta-Joukowski
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theorem is used to determine elemental hft on each panel, and, from these analyses, other
fundamental aerodynamic quantities of the assumed wing planform.

Many codes exist in the open literature (and presumably others are commercially proprictury)
to estimate lift and induced drag on wing planforms using vortex lutice. It s assumed thut thas
technology is reliable and will be utilized directly. Margason and Lamer (1971) developed
vortex lattice code that has enjoyed wide usage, particularly at NASA Langley Rescarch Center.
One version of this code has been implemented as the first computational step in UNIWAKE.
The interested user is referred to Margason and Lamar for detuls on the development and
implementation of the vortex lattice method.

The results of applying vortex lattice to a specified wing planform s the it circulation
distribution as a function of semispan from the wing root to tip. This result depends not only
on wing geometry and wing twist and camber, but also on the aircraft operating conditions {(such
as estimated aircraft weight and flight speed). Additionally, vortex lattice codes predict induced
drag distributions but do not have the capability of predicting profile drag distributions.  Profile
drag is an additional input that must be assembled by the user from the known wing planform
sectional characteristics.

Vortex lattice methods are in general use in the aircraft industry, and have been shown to well
represent the lift distributions measured on wing planforms. The Margason model employs a
matrix solution technique known as successive orthogonalization (Purceil 1953). Introductory
textbooks on aerodynamics generally devote a chapter to the development of this topic, and
include guidelines for the selection of spanwise and chordwise guantities of horseshoe vortices.
Additionally, Margason and Lamar include their own suggestions for acceplable horseshoc
vortex arrangements, and the technical literature frequently includes a re-examination of this
technique (Hough 1973). Vortex lattice is an accepted technique for determining planform
characteristics.

Betz Roll-Up

The second step in the computational process involves taking the lift and drag distributions
developed for the wing planform and identifying the number, strength, location and siructure of
vortices which form the rolled-up wake downstream of the wing trailing edge. In the roll-up
region discrete vortices may be evaluated from inviscid models motivated by the work of Betz
(1932) and rediscovered by Donaldson (1971). This approach has been the starting point for
numerous inviscid wake models (Brown 1973; Rossow 1973; Jordan 1973 and Donaldson et al.
1974) applied to the two-dimensional case. A way to extend the Betz methodology to three

dimensions was first proposed by Bilanin and Donaldson (1975), and forms the basis of the Betz
model programmed in UNIWAKE.

The Betz approach was originally applied to the roll-up of an initially flat two-dimensional
vortex sheet. The roll-up process is assumed to conserve the centroid, circulation and angular
momentum of the vortex sheet on a station-by-station basis. In other words, each incremental
distance along the span of the vortex sheet is assumed to satisfy the postulated conservation laws.
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Because this approach is applied at each finite subinterval along the sheet, ¢ detaled swarl
distribution is obtained for the final vortex core in terms of the nitial crculation distnbution of
the sheet. This approach, although approximate, is parucularly attractive here because the
spanwise circulation distribution 1s a principle result of vortex luttce theory apphied to the
assumed wing planform shape.

The important feature of the three-dimensional extension proposed by Bilamn und Donaldson 1s
the assertion that angular momentum flux should also be conserved. The torque applied by cach
subinterval of the wing is equated to the net angular momentum Nux within the corresponding
radius of the fully formed vortex core. In this way the axial velooty generated dunng
three-dimensional roll-up may be obtained. By following specific rules established for
discretizing the lift distribution on the wing, multiple vortices may be wdentified and resolved.
Details on the inviscid roll-up procedure for tip vortices may be found in Bliss (1987).

Viscous/Turbulent Merging Analysis

The third step in the computational process involves initializing a two-dimensional grid with the
vorticity and axial velocity profiles developed for each vortex from the Betz methodology,
adding additional axial velocity and temperature profiles to simulate jet engines and drag effects,
and solving for the turbulent merging and decay that follow. This step encompasses the
comerstone of the UNIWAKE code. While earlier computer codes have been developed to
examine this problem (Teske 1976), and such codes have been used extensively to perforin
vortex merging and decay calculations (Bilanin et al. 1977, 1978), they al’ suffer from himited
accuracy and nearly unlimited computer resource demands.

It was judged imperative that the latest, most accurate techniques be applied to solve the system
of partial differential equations governing this part of the flow- field. The goal here was to
replace the computer tools of 1976 with more recent solution techniques.  Also, whercas the
earlier codes used brute-force to solve all the needed turbulence correlation equations, recent
modeling work suggests that relatively simple, straight-forward models may be substituted with
confidence.

The merging region is viscous and involves turbulent transport. It is a flow- field, mareover,
which is slowly varying downstream and, therefore, the equations of motion may be simpiified
by making a parabolic approximation, i.e., by neglecting second derivatives in the streamwise
direction. The effects of turbulence are included by closing the Reynolds stress equaticns at the
second order with an invariant model (Sykes et al. 1986).

In UNIWAKE a fourth-order accurate, compact differencing technique employing an alternating
direction implicit (ADI) scheme has been programmed to solve the resulting partial differential
equations (Hirsh 1983). Each of the dependent variables (turbulence, axial velocity, temperature
and vorticity) is solved at each grid point in each downstream marching step with its first and
second derivatives on a three-point mesh. While this technique requires the solution at every
grid point of a three-by-three matrix inversion, the increased accuracy inherent in the scheme
permits a factor of four or five fewer grid points in each direction than the previous
second-order technique (for the same accuracy). Initial conditions are entered as Gaussians of
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the variable, giving the magnitude, standard deviation and locaton on the umiform mesh,
Solution proceeds until merging of vortices occur.

3D Inviscid, Unsteady Vortex Interaction

The fourth step in the computational process involves replacing the merged vortical structure
from the wake solution by a pair of vortex filaments undergoing sinusoidal instability.

Once merging has been achieved, wake decay will be very slow, since diffusion of vorticity
across the wake centerline proceeds from turbulence generated in the wake itself. [t is therefore
prudent to interpret the results of the wake code as approprate inttial conditions for a
three-dimensional unsteady code developed for the filament pinching process.

Sinusoidal instability of three-dimensional vortex pairs was first studied by Crow (1970) It
involves a balance between the mutual interaction of the deformed vortices and the self-induced
motion due to the curvature of the vortex elements (Bliss 1982). A recent code developed by
Continuum Dynamics, Inc. (Bliss et al. 1987) incorporates curved vortex elements to define the
three-dimensional filament structure and solve for the evolution of the filament geometry with
the Biot-Savart law. This code has been adapted to the pinching problem.

This instability is begun by a small sinusoidal variation down one modeled period of the filament
(all other periods are replicates of the modeled period). This initialization is representative of
the actual behavior of trailing vortices. The sinusoidal instability then grows until the cores of
the two vortices come into contact, often causing the pattern to break into a ring-like structure.
It is at this point that the pinching model is complete. The time taken to pinch is a good
representation of the time it would take the vortex sheet behind a wing planform to pinch off and
dissipate. That number may then be interpreted and compared with results produced by other
possible wing planform shapes.

DATA COMPARISONS

Extensive tower fly-by data (Garodz et al. 1974) and laser Doppler velocimeter wake
measurements (Burnham et al. 1978) exist for the B747 aircraft. These experiments provide a
data base with which to compare predictions of the numerical models developed for the unified
vortex wake analysis.

The Betz roll-up model provides the solution approach to rolling-up the lift distributions on the
B747 for the conditions detailed in Garodz and ‘produces’ or ‘predicts’ the representative swirl
velocity profiles as a function of radius. Selected results for take-off, holding and landing are
shown in Figures 3, 4 and 5, respectively. The near-inviscid behavior for take-off and holding
(a regime dominated by a strong tip vortex) cannot be completely represented by the viscous
vortex equivalent profiles developed here; however, ir landing the vortex behavior is nearly
identical to the data. All other B747 data exhibit these same trends.




The laser Doppler velocimeter experiments of Burnham provide details on the circulation decay
and vortex structure of one run, specifically their Run §. In the corresponding turbulent merging
calculation, it was assumed that the several discrete vortices generated from the B747 planform
had quickly merged, forming one compact vortex near the aircraft wing tip. The resulting
vortex pair was then solved by the merging code with the tight vortex core predicted by Betz
roll-up. The resulting decay of average circulation may be seen in Figure 6 where code
predictions are in excellent agreement with experimental data for all four of the experimental
averaging radii. In this study the initial circulation level in the vortex was assumed to be 542
sq m/sec, consistent with the level assumed in the data report. That this level 1s probably
correct may be seen by the vortex velocity profile comparison shown in Figure 7 at the reported
time of 9.8 seconds after aircraft passage. The turbuient merging code predicts the core size
and the maximum velocity remarkably well.

PROGRAM EXTENTIONS

A variety of extensions to the existing analysis have been proposed or are currently being
undertaken:

-inclusion of atmospheric refraction (for data correlation)
-simple turbulent scale equation
-multiple-scale vortex cores
-stratification effects (wave trapping at computational boundaries)
-viscous ground plane interaction
-full 3D vortex wake evolution to replace Betz roll-up
Some of these features have already been examined (Teske 1989) and others are contemplated.

The multiple-scale vortex cores approach would replace the Betz solution representation of a
single Gaussian profile

r r?
V=___1|1- -

by a two-scale model

I -

1/2 3
T T 1 r
V=  /l-exp|-~ — 1 -e - = =
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This approach captures velocity linear with radius for small radius, velocity following a square
root behavior for intermediate radius r, > r, , and velocity behaving inversely with radius for
large radius.

Other possible improvements to the present Betz roll-up model include implementation of a
direct computation of 3D vortex wake evolution. Recent work in vortex dynamics for rotorcraft
applications has led to the development of a novel solution method for free vortex wake
geometries. This wake solution method discretizes the wake into filamentary vortices that trail
from each blade. The vortex filaments consist of parabolic curved vortex elements, and a robust
relaxation method is used to compute the free distortion of the resulting vortical wake using
Biot-Savart integration. Thus a fully 3D inviscid calculation of the wing wake may be carried
out, replacing the instantaneous Betz roll-up model presently in the UNIWAKE code. Details
of this replacement approach follow below.

Such a modification is desirable because the current Betz implementation was designed as a
convenient engineering tool that would model rather than explicitly compute the behavior of the
wake. The present implementation assumes that the angular momentum balance that is used to
compute the velocity distributions in the rolled-up vortices can be applied piecewise in the case
of multiple trailers. This approximation becomes increasingly inaccurate as more and more
vortex trailers are added, and so constitutes a significant limitation to the analysis of aircraft in
landing configuration with multiple flap vortices. Also, there remains the fundamental limitation
of any such analytical model with respect to wakes of wings at high lift coefficient and low
speed. For such conditions, the nonlinear deflection of the wake may become important, and
it is desirable to use a wake model that can accommodate such flight conditions.

Though the formation of the vortex wake in the vicinity of the side and trailing edges of the
wing is fundamentally a viscous process, the effects of viscosity are restricted to a very small
region; the same is true of the wake roll-up process for the first several wingspans downstream,
and so this part of the roll-up process is well approximated by an inviscid computation.

Unsteady 3D vortex wake calculations can be accomplished by extending the vortex lattice used
for the computation of wing loading into the near wake and discretizing the free portion
downstream of the trailing edge into vortex elements that are then convected through application
of the Biot-Savart law. Computations of this type have in fact been undertaken (Evans and
Hackett 1976), but these early approaches can be improved in several important respects. First,
such calculations have typically used straight vortex elements in the discretization of the trailing
filaments. However, work over the past several years (Bliss et al. 1987) has shown that using
parabolic curved vortex elements offers a better combination of accuracy and efficiency for any
application involving freely distorting vortex elements. Second, the time-marching scheme used
in such models inevitably encounters fundamental instabilities in the course of the calculations.
Such problems can be bypassed by using a non-time-marching relaxation scheme for the wake
geometry. This approach solves for the free vortex geometry while circumventing the
well-documented convergence problems associated with time-marching simulations through the
use of an influence coefficient approach (Quackenbush et al. 1989, 1990). The EHPIC
(Evaluation of Hov -~ Performance using Influence Coefficients) code that incorporates this
approach has produced accurate performance predictions for a wide variety of rotor systems in
hover, and has proved to be flexible and robust. Recent extensions of the methods described
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in these references have allowed the computation of the inviscid roll-up of rotor up voruces
(Figure 8). The application of this model to the fixed wing case is conceptually
straight-forward.

Along with the computation of loads and bound circulation on the blades, implementation of this
approach in the revised code will track the natural evolution of the vortex wake in three
dimensions downstream of the wing. No restrictions need be placed on vertical deflection of
the wake, nor need there be preconceived numbers or locations of rolling-up trailers;
concentrations of vorticity will arise naturally out of the mutual interaction of the wake
filaments. Of course, since 3D vortex elements and a finite span wing will be used, the
approximations involved in 2D unsteady vortex calculations will also be avoided. Also, because
an Eulenan reference frame that moves with the wing will be used, the curved elements that
make up the trailing filaments need not all be of the same length; small elements may be used
in regions of rapid roll-up, while larger ones may be used in other regions to save computation
time. Finally, because no convective washout of the wake geometry is needed (unlike a
time-domain computation) the configuration of wing wakes at adjacent tlight conditions (slightly
different values of flight speed or wing lift) may be computed very rapidly by suitably perturbing
the baseline result.

One very useful capability of the revised code will be the ability to directly compute the
centroids and higher moments of vorticity in various crossflow planes in the wake. These results
may then be compared to the predictions made by the Betz roll-up model to quantify the
strengths and weaknesses of the current Betz approach, and to imitate the vortex merging portion
of UNIWAKE.
SUMMARY

In summary, then, UNIWAKE

-is the only front-to-back wing wake code currently available

-does well in comparison with field data

-is modular and can include improvements as technology improves (such as the

modifications proposed here).

ACKNOWLEDGEMENT

The work summarized herein, from a U. S. Department of Transportation SBIR Phase 11
research effort and suggested extensions, is a software product which connects together the

several stages of wake evolution into a unified vortex wake predictive model (Bilanin and Teske
1988).

339




“12powt aa1dIpaad ayem XaL104 Payiun Ay duisiadwiod suoidas apnpopy *| aund R

\\\ ~ Jred
pd X310A Apeajsun g-¢
) /
G i
uibiaw
N QA SNoJSIA 9pod

Buibiaw azijeniul
sajjoid pa1oaLIon

S911100|9A
[eixe pue
[IIMS PIOSIAUY

Bupyuy un
$9nunuod uonnjog

33-10

3po9o Apeajsun g-g
azieniut sad1uoA pabiapy

suonnqulsip
/,mm:u pue

//E._

S103}}9 SNOJSIA
10} pa}oallond
sejiyoid Aj10019A

99111e] XOUOA




User-Supplied Data Master Oversight Progrom
i 1 f .
Aircroft Pl.on. orm R Vortex Lottice Subprogram 1
Charocteristics i |
E | l
| .
.x en"tcf f.amce | Awrcraft Lift Distribution i
Lift Distribution |
l A"C!Q',’ Pr.ohl‘e % Betz Roli-Up Subprogrom §
} Drag Distribution
| !
l Axigl Velocity Deficit and }
Vorticity Distributions
| ] {
Turbulence, Axial Velocity Deficit, [ Initilization Suborogram {
S n
Temperature, Vorticity Distributions ' mtiglizotion Subprog

i Two-Dimensional Profiles l

integration Parometers { Woke Turbulent Merging Subpraogrom !
’ Merged/Decoyed Profiles l
. | Pinch Inviscid Line Filament
Instobilily Paramelers l
i Subprogram
l Lire Pinching and Firish !
User Entry Paoints ,

Figure 2. UNIWAKI program flowchart.

33-11




UORTEX VELOCITY (FT-SEC)

UORTEX UELOCITY (FT/SEC)

100

89

60

49

co

! } ]
} } 1 | ¢ t

b

-

-

-100

L

CspP

T ¥ L J ¥

O
OO%OOOOO%U

O

O o)

O
O

A 1 1 i ] 1 i i

-50

109

-46 -39 cea -10 g 19 29
UORTEX RADIUS (FT)
NAFEC RUN 64

80
60
49

20

So
"%

-60

-80

ey,

O

1 1 I i 1 1 1 1 1

-106
-50

-40 20 -19 e 18 20 48 Se
UORTEX RABIUS (FT)

Figure 3. Comparison of measured (circles) and predicted (curvi swirl velocity
profiles for a B747 in take-off configuration. Top: NAFEC Run 42;

Bottom: NAFEC Run 64. Data from Garodz et al. (1974).

33-12




e NAFEC RUN 45 | o
~ 801 ]
J O
L gel |
N O
}_....

490 .
L o)
~ od’s N
= ® —
O Z + f % ! ] % ot +
i ..EQ)QJAQ"O‘ / .
i e

~40
X I 7
N O
— ~68L O .
&S
> -86L 4

"1@@ A 1 { 1 I 1 % i

~-50 -49 -39 -28 -1 1%} 10 20 449 58

UORTEX RADIUS (FT)
we NAFEC RUN 55
( T ¥ T T T T T T T
— 800 B
0
75} 1% ]
}}‘ OC%O
D

gl -
—J
>_ -
l,_
O T e
o
|
T i
)
~ i
LiJ
}“‘* =
0
O
D -

"—1@@ 1 »] 1 i i 1. i 1 §

-50 -40 -30 - 40 50

20 -10 %) 19 29
UORTEX RADIUS (FTJ
Figure 4. Comparison of measured (circles) and predicted (curve) swirl velocity

profiles for a B747 in holding configuration. Top: N.: ¥EC Run 45;
Bottom: NAFEC Run 55. Data from Garodz et al. (1974).

33-13




UORTEX UVELOCITY (FT-SEC)

UORTEX UELOCITY (FT/SEC)

wo MAFEC RUN 11
8aL
60
40,
20
%

-20

“16@ Il i 1 1 . 1 4 i 3

-390 -40 -39 -

oe, NAFEC RUN 51
8L -
1512 8
400

2oL

-106 L ) L 1 1 i i L )
-50 -49 -30 -

T T T ¥ 1 1 T

20  -10 e 1 280 3@ 48 S8
UORTEX RADIUS (FT)

T T T T T 1 T

5

—f
P
g

28 -1 @ 18 20 3@ 48 S0
UORTEX RADIUS (FT)

Figure 5. Comparison of measured (circles) and predicted (curve) swirl velocity

profiles for a B747 in landing confiiuration. Top: NAFEC Run 11;
Bottom: NAFEC Run 51. Data from Garodz et al. (1974).

33-14




*X3)10A Y} JO JIJUID Y} PunoJde sIPW (7 pue §1 ‘01
‘g aae upea 3uideadae Yy, "(8L61 ‘1€ 1® weyuing) ¢ uny ‘voneandyuod Suipue] e ul LpLg ©
JO M Y] UL UOTIRINIIID ITBIAAR (SIAIND) Paidipald pue (s3}2410) paanseawt jo uosiredwo) 9 indiy

(03S) 308 X31H0N
o &2 @2 sl

Sh ob ce o1 G %)
T T T T ] T T T @
D
WG -
" o O O et [
@) D
L)
m
- Jeez O
wol M
® c
5
L lees
O
O w4
wg) O >
i oor X
° o
. D
e

wn
| w2 RS M
@)
./

1 1 | 1 A 1 1 i 029

33-15




*Ag-AJ JRIDIIR JI)JE SPUOIIS §°6
pade sey xap04 Y] (8,61 I8 19 weEyuIng) § uny ‘uoneindiyuod Suipue]
B UL LpLg € JO 4BM IY) UL APDOJIA XILI0A (344ND) PaIPaad pue (S3[241d) painseaws jo uostredwo)) *

(AJ SNIAYY X3L0N
ez oI 2] S @ S- o1~ SI-  @e-
ki i L R 1 1 T ®Nln

L an3y]

(J35/IN) ALI30T3N WILNIONGL X3 LAH0N

33-16




aures) IUAIDJAL B Ul Pamata $xaproa dj3uis e ojul dn Sunjjoa SIIMOA KUY, *§ N3y

*AJDNMO0A JO PIOIJUID Y3 Yim Sutrows

A

uonisod
L X31I0A
du rentuy

SQO1I0A pleoqul
Jo uornusod reuruy

]

_

33-17




REFERENCES

Betz, A. 1932: "Behavior of Vortex Systems,” Zeitschrift fur Angewandte Mathematik und
Mechank, Vol. 12, also NASA TM 713,

Bilanin, A. J. and Donaldson, C. duP. 1975: "Estimation of Velocities and Roll-Up in Aircraft
Vortex Wakes," Journal of Aircraft, Vol. 12, pp. 578-585.

Bilanin, A. J. and Teske, M. E. 1988: "Unified Wake Analysis,” C.D.1. Report No. 88-06,
prepared for the U. S. Department of Transportation SBIR Program Contract No.
DTRS-57-85-C-00134.

Bilanin, A. J., Teske, M. E. and Hirsh, J. E. 1978: “Neutral Atmospheric Effects on the
Dissipation of Aircraft Vortex Wakes," AIAA Journal, Vol. 16, pp. 956-961.

Bilanin, A. J., Teske, M. E. and Williamson, G. E. 1977: "Vortex Interactions and Decay in
Aircraft Wakes," AIAA Journal, Vol. 15, pp. 250-260.

Bliss, D. B. 1982: “Effect of Unsteady Forcing on the Sinusoidal Instability of Vortex Wakes,"
Journal of Aircraft, Vol. 19, pp. 713-721.

Bliss, D. B. 1987: "Analysis of Tip Vortex Self-Induced Motion," NASA Contractor Report
No. 177439.

Bliss, D. B., Teske, M. E. and Quackenbush, T. R. 1987: "A New Methodology for Free
Wake Analysis Using Curved Vortex Elements,” NASA Contractor Report No. 3958.

Brown, C. E. 1973: "Aerodynamics of Wake Vortices," AIAA Journal, Vol. 11, pp. 531-536.
Burnham, D. C., Hallock, J. N., Tombach, 1. H., Brashears, M. R. and Barber, M. R. 1978:
"Ground-Based Measurements of the Wake Vortex Characteristics of a B-747 Aircraft in Various
Configurations,” FAA-RD-78-146.

Campbell, G. S. 1951: "A Finite-Step Method for the Calculation of Span Loadings of Unusual
Planforms,” NACA RM LSOL13.

Crow, S. C. 1970: "Stability Theory for a Pair of Trailing Vortices," AIAA Journal, Vol. 8,
pp. 2172-2179.

Donaldson, C. duP. 1971: "A Brief Review of the Aircraft Trailing Vortex Problem,"
AFOSR-TR-71-1910.

Donaldson, C. duP. and Bilanin, A. J. 1975: "Vortex Wakes of Conventional Aircraft,"”
AGARDograph No. 204,

33-18




Donaldson, C. duP., Snedeker, R. S. and Sullivan, R. D. 1974: "A Method of Calculanng
Aircraft Wake Velocity Profiles and Comparison with Full-Scale Experimental Measurements,”
Journal of Aircraft, Vol. 11, pp. 547-555.

Evans, P. F. and Hackett, J. E. 1976: "Numerical Studies of Three-Dimensional Breakdown
in Trailing Vortex Wakes,” NASA CR-137888.

Garodz, L. J., Lawrence, D. and Miller, N. J. 1974: "The Measurement of the Boeing 747
Trailing Vortex System Using the Tower Fly-By Technique,” DOT/FAA Report No.
FAA-RD-73-156.

Glauert, H. 1948: The Elements of Aerofoil and Airscrew Theory, Second Edition, Cambridge
University Press.

Hallock, J. N. and Eberle, W. R. 1977: "Aircraft Wake Vortices: A State-of-the-Art Review
of the Uniicd States R&D Program,” FAA-RD-77-23.

Hirsh, R. S. 1983: "Higher Order Approximations in Fluid Dynamics - Compact to Spectral,”
von Karman Institute Lecture Series 1983-84.

Hough, G. R. 1973: "Remarks on Vortex-lattice Methods," Journal of Aircraft, Vol. 10, pp.
314-317.

Jordan, P. F. 1973: "Structure of Betz Vortex Cores,” Journal of Aircraft, Vol. 10, pp.
691-693.

Margason, R. J. and Lamar, J. E. 1971: "Vortex Lattice FORTRAN Program for Estimating
Subsonic Aerodynamic Characteristics of Complex Planforms,” NASA TN D-6142.

Purcell, E. W. 1953: "The Vector Method of Solving Simultaneous Linear Equations,” Journal
of Mathematics and Physics, Vol. 32, pp. 180-183.

Quackenbush, T. R., Bliss, D. B. and Wachspress, D. A. 1989: "New Free Wake Analysis of
Rotorcraft Hover Performance Using Influence Coefficients," Journal of Aircraft, Vol. 26, pp.
1090-1097.

Quackenbush, T. R., Bliss, D. B., Wachspress, D. A. and Ong, C. C. 1990: "Free Wake
Analysis of Hover Performance Using a New Influence Coefficient Method,” NASA CR 4309.

Rossow, V. J. 1973: "On the Inviscid Rolled-Up Structure of Lift-Generated Vortices,” Journal
of Aircraft, Vol. 10, pp. 647-650.

Sykes, R. 1., Lewellen, W. S. and Parker, S. F. 1980: "On the Vorticity Dynamics of a
Turbulent Jet in a Crossflow,” Journal of Fluid Mechanics, Vol. 168, pp. 393-413.

33-19




Teske, M. E. 1976: "Vortex Interactions and Decay in Aircraft Wakes. 1I: The Vortex Wake
Computer Program User Manual. III: The Vortex Wake Computer Program Programmer
Manual," Aeronautical Research Associates of Princeton, Inc. Report No. 271.

Teske, M. E. 1989: "Unified Wake Analysis User Manual Supplement,” C.D.I. Technical Note
No. 89-20.

33-20




VORTEX INTERACTIONS WITH A FREE-SURFACE

Edwin P. Rood
Fluid Dynamics Program (1132F)
Office of Naval Research
Arlington, VA 22217

Free-surface phenomena are characterized by viscous processes that produce vortices of all
scales. Although the processes are similar to those associated with solid wall boundary layers,
the quite different boundary conditions distinguish the two types of flow. Recent advances in
capabilities for both physical and numerical experiments as well as analytic investigations of
boundary conditions have provided the means to comprehensively investigate the detailed
dynamics of vortices interacting with the free-surface. Naval scientific curiosity in this area
is driven by the need to understand the air-sea interface and to predict and control marine vehicle
signatures. An understanding of the three-dimensional interactions is also important for
interpreting results of laboratory scale aircraft wake studies in which an air-water free-surface
is employed as a ground plane.

In this paper the physical problem is the interaction between vortices in water and an air-water
interface. The term "free-surface” denotes the interface between water and air on which the
shear stresses caused by the motions of the air are insignificant compared to those caused by the
motion of the water. Surface contamination, when present, produces a gradient in the surface
tension that results in a stress on the water. Specifics about the surfactant and its dispersion are
not addressed, nor required, since the focus of this paper is on the qualitative mechanisms
underlying the observed interactions between vorticity and the free-surface.

The boundary condition at the free-surface is derived from stress equilibrium. Therefore the
boundary condition is on gradients of the velocity as well as on the pressure. These conditions
are different than that for a solid body boundary in which case the boundary condition is on the
velocity.

This paper is concerned with the description of the mechanisms underlying interactions between
vortices and the free-surface. Therefore the flow is discussed in the context of distributed
vorticity. The fluid is essentially incompressible, and the governing equations are derived from
the conservation of mass and the conservation of momentum. These conservation equations
express the evolution of the pressure and the velocity (as well as the distribution of the density
even for incompressible flow). The vorticity is defined to be the curl of the velocity, and is a
kinematic variable (Morton, 1984). The vorticity is a special variable that has an evolution field
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equation that resembles the equation for conservation of momentum. However, the vorticity
obeys mathematical laws defined by vector operations and is not governed by a conservation
statement. Some aspects of vorticity/free-surface interactions are best explained by erasing
notions that vorticity is angular momentum. Examination of the boundary conditions on vorticity
shows that tangential vorticity can flux into or out of the free-surface. A special case occurs
when the vorticity entirely disappears from the flow.

Lugt (1987) shows that the zero-stress condition at the free-surface leads to a boundary condition
relating the flux (through the free-surface), of the tangential vorticity, to the gradient of the fluid
velocity in the free-surface plane. Although Lugt considered steady flows, the inclusion of time
dependence in the flow for a time-independent free-surface, such as a flat surface, adds an
additional term proportional to the local fluid acceleration in the plane of the interface. These
boundary conditions lead to the observation that flat free-surfaces have nonzero tangential
vorticity flux in the presence of vortices.

This analysis demonstrates the essential distinction between fixed rigid body boundary conditions
and flat free-surface boundary conditions. For a fixed rigid body boundary, the flux of vorticity
is proportional to the pressure gradient on the no-slip surface. On the other hand, the flux of
vorticity for a full slip (zero stress) free-surface is proportional to the local accelerations of the
fluid in the interface. This distinction is made apparent in the following example (Anthony,
1991). Consider the two-dimensional flow between two parallel plates, initially at rest but with
one plate suddenly imparted a constant velocity. The flow approaches a state of constant
vorticity with a linear distribution of velocity between the plates. The vorticity generated at the
instant of acceleration of the moving plate diffuses into the flow interior. Now consider the
response if the nonmoving plate is replaced with a free surface. The flow again approaches a
state of constant vorticity but the value is zero. This is because the vorticity produced by the
accelerated plate diffuses through the flow and fluxes out through the free surface.
Coincidentally the free surface, and in fact the entire flow, is accelerated as the vorticity fluxes
out of the field. In this second example vorticity has "disappeared” from the flow, but no
conservation principle has been violated because mass and momentum are conserved.

The feature that vorticity can disappear from the fluid interior is an essential consideration for
explaining observations of interactions between vorticity and the free-surface. Numerical
predictions of the interaction demonstrate this feature quite clearly. Ohring & Lugt (1991) have
performed fully nonlinear predictions of the interaction for a pair of two-dimensional vortex
tubes approaching the free-surface. Their results clearly show a dissipation of the vorticity as
it contacts the free-surface. Interpretations of their data requires one additional piece of
information: that the boundary value of the vorticity at a curved free-surface is fixed by the
fluid velocity in the interface and the radius of curvature of the interface. Hence the interaction
of the vortex tube with the free-surface is complicated by the appearance of countersign vorticity
in regions of negative interface curvature. This vorticity cancels with primary vorticity.
However, the predictions clearly show the relatively small amount of generated countersign
vorticity, leading to the conclusion that the primary loss of vorticity is to the flux through the
free-surface.
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The predictions verify what the analytic boundary conditions state must be the condition on the
interaction. This knowledge can be applied to interpretations of physical experiments in which
vortex tube pairs interact with the free surface. The famous experiments of Barker & Crow
(1977) showed apparent rebound of the vortices from the free-surface. This reaction is what is
observed when vortices interact with a rigid no-slip boundary where secondary boundary layer
vorticity induces the primary vorticity away from the wall. One explanation for the rebound in
the presence of a free-surface, not discussed in the literature, is that a small surface tension
gradient resulted in countersign vorticity. For the moment this explanation will be ignored, but
will be taken up later in this paper. A subsequent numerical experiment by Peace & Riley
(1983) also showed a rebound of the vortex. In the numerical experiment the c:ter of the
diffusing vortex was defined to be the location of maximum vorticity. An explanation for the
rebound can be found in the above description of vorticity flux through the free-surface. As the
primary vortex approaches the free-surface and deforms, the gradient of the vorticity acts to
drive vorticity to the interface, where it fluxes out of the field. Saffman (1991) rigorously shows
that the location of the centroid of maximum vorticity then moves away from the free-surface.
The centroid is not a Lagrangian quantity and hence fluid particles associated with the vortex
move toward the free surface and the vortex does not rebound! In fact, one could expect most
of the vorticity to eventually diffuse through the free-surface, which must be maintained at zero
vorticity if it is flat and shear-free. In this case the resulting flow would be irrotational and
would have acquired a velocity ir the interface consistent with the flux of vorticity through the
interface.

Vortex tube pairs are of naval interest because they are generated by marine vehicles and leave
signatures on the free-surface. An understanding of the evolution of nominally two-dimensional
pairs is hence important. It is observed with both physical and numerical experiments that three-
dimensionality sets in very quickly with nominally two-dimensional vortices. Sarpkaya (1986)
shows with physical experiments that small scale three-dimensional features, called striations,
appear soon after the pair is formed. At later time, large-scale instabilities such as Crow
instabilities appear. For this paper, the focus is on the small-scale instabilities.

Sarpkaya (1986) also shows "whirls" appearing at the edges of the free-surface depressions
("scars”) paralleling the primary vortex axes. The nominally two-dimensional vortex pair is then
manifested on the free-surface by cross-axis striations and normal (to the free-surface) eddies.
These features are believed to result from short wave instabilities and from surface tension
gradients on the free-surface, both of which are discussed in the remainder of this paper.

Short wave instabilities of a vortex pair have been numerically investigated by Dommermuth &
Yue (1990) using a finite difference technique. Linearization of the free-surface boundary
conditions restricts the method to low Froude numbers. Nevertheless, the basic dynamics of the
short-wave instabilities, including interactions with the free-surface boundary layer, are revealed.
The numerical experiment was conducted in a periodic domain of spatial period less than that
required for Crow instability. Secondary vorticity was observed to reconnect to the free-surface
to produce the dimples observed by Sarpkaya (1986). The striations are produced by helical
vorticity stripped from the primary vortex and pulled away by induction of the other primary
vortex. In this description, both the striations and the dimples are produced by the same
mechanism. The helical instabilities produce U-shaped vortex loops hanging from the primary
vortex. This U-shaped vortex is accelerated by the mutual induction of the vortex pair, and
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interacts with the boundary layer vorticity produced by the deformed free-surface. In a
complicated process the U-shaped vorticity is stretched and reconnected to the free-surface to
produce the dimples.

Stacking of the Dommermuth & Yue (1990) periodic solutions of the vortex pair interaction with
the free-surface produces a vorticity field that very much looks like the photographs obtained
by Sarpkaya (1986). This feature of vortex reconnection at the free-surface is vividly depicted
by Sarpkaya (1990) with a two-dimensional experiment at very high Froude number. In this
case, the vortex momentum is sufficient to greatly deform the free-surface and clearly show the
striations and the dimples.

The so-called "reconnection” of vortex loops at the free-surface is explained using the analytic
description of the boundary conditions at the beginning of this paper. As the vortex loop
approaches the free-surface, the core is deformed against the free-surface leading to large
vorticity gradients. The free-surface vorticity is required to be a value determined by the
curvature of the free surface and the fluid velocity in the free-surface. For linearized free-
surface conditions the free-surface value for the vorticity is nearly zero, such as for the
numerical predictions by Dommermuth & Yue (1990). For the physical experiments of
Sarpkaya (1990) the peak value is nonzero, but nevertheless fixed by kinematics in the interface.
The vorticity in the vortex loop will rapidly diffuse to the fres-surface, and in fact will flux out
of the field. This mechanism is not to be confused with "breaking” of vortex lines, and is
instead a process by which the apex of the loop simply fluxes out to the field at the boundary
leaving only normal vorticity (for a flat surface). For a deformed free-surface the results are
complicated by the free-surface vorticity condition, but the concept, of course, remains identical.

The presence of surfactant and indirect evidence of surface tension gradients also produces
secondary vorticity leading to dimples on the free-surface. Willmarth, et al. (1989) conducted
an experiment identifying the features attributed to the presence of surfactant on the free-surface.
A towed delta wing produced a vortex pair interacting with the free-surface. With careful
attention to detail, the Reynolds ridge in the region of the dimples at the edge of the primary
vortex scar was isolated. The Reynolds ridge is a phenomena that has received attention
numerous times in the literature (Scott, 1982). It appears when the interacting vortices sweep
the free-surface contaminants to the side. Replenishment of the free-surface with cleaner fluid
leads to a surface tension gradient at the edge of the surfactant, the Reynolds ridge. The surface
tension gradient produces an acceleration of the fluid that is balanced by viscous stresses
resulting in a boundary layer originating at the Reynolds ridge similar to the origination of a
boundary layer at the leading edge of a flat plate. That secondary vorticity separates to produce
vortical structures that then reconnect to the free-surface. The result is primary vortices laced
with cross-vorticity striations, accompanied by vortex loops hanging down from the free-surface
at the edge of the scars produced by the primary vortices.

In summary, vortex interactions with a free-surface are characterized by vorticity flux through

the interface with coincident flow acceleration, three-dimensional instabilities of many scales,
and secondary shear layers produced by interface curvature and surface tension gradient.
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ABSTRACT

The roll-up of a wingtip vortex, at high Reynolds number, was studied with an emphasis on
suction side and near wake measurements. Research was conducted in the 32 in x 48 in low-
speed wind tunnel at the Fluid Mechanics Laboratory of NASA Ames Research Center. The
half-wing model has a 3-ft semispan and 4-ft chord, with a NACA 0012 airfoil section and
rounded tip. Angle of attack of the wing was set at 10° and the Reynolds number based upon
chord was 4.6 million.

Flow visualization studies using surface oil flow and laser smoke flow techniques were
conducted, showing the highly three-dimensional nature of the flow around the wingtip and
illuminating the formation of the feeding sheet and the viscous core region of the vortex. Airfoil
surface pressure measurements, taken at over 450 locations on the upper and lower surface of
the wing, clearly showed a suction peak associated with the development of the primary vortex.
Seven-hole pressure probe measurements of the velocity field surrounding the wingtip showed
an axial core velocity magnitude of approximately 1.7 U,. This level of axial velocity is not
currently being computed correctly by Navier Stokes codes.

NOMENCLATURE

X,¥,Z wing model fixed coordinate system
x",y',z' wind tunnel fixed coordinate system
u x'-component of velocity
Us freestream velocity

| U magnitude of the local velocity vector
c wing model chord
b wing span of model including tip
w wing span of constant chord section
C, pressure coefficient
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Re, Reynolds number based on chord
o angle of attack

¥ tip circumferential angle measured from mean chord centerline
p density

P static pressure

P, freestream static pressure

INTRODUCTION

The wingtip vortex flow is one of great importance because of its effect on practical problems
such as landing separation distances for aircraft, blade/vortex interactions on helicopter blades,
and propeller cavitation on ships. It also continues to be a perplexing problem for the
computational scientist because of the presence of large gradients of velocity and pressure in all
three dimensions, especially in the near field at high Reynolds number. In the case of wings
with nearly-elliptic loading, a discrete vortex forms at the tip (Figure 1), fed by vorticity from
the tip boundary layer. As the vortex moves downstream, it rolls up more and more of the wing
wake until its circulation is nominally equal to that of the wing. The rollup distance is small
compared to the separation of aircraft on the approach path, but not necessarily sinall compared
to the distance between the interacting lifting surfaces, such as the strake or foreplane and the
main wing on a close-coupled fighter. The flow in the near-field rollup region is therefore
important in its own right as well as in providing a possible means of control of the far-field
vortex.

The state-of-the-art computational work by Srinivasan et al. (1988), on a helicopter wingtip,
shows good qualitative comparisons with experimental work done by Spivey (1968), but the
resolution of the viscous wake and the surface pressure suction peak, due to the vortex, was
poor. Analytical studies by Hoffmann & Joubert (1963), Batchelor (1964), Squire (1965), and
Moore & Saffman (1973) have investigated fully-rolled-up laminar trailing vortices; however,
at the Reynolds numbers found in most practical applications, trailing vortices are turbulent.
Quite apart from possible transition in the vortex itself, or transition due to a strong adverse
gradient, which can occur at relatively low Reynolds number, surface roughness due to rivet
heads, dirt or impact damage is likely to cause transition of the tip boundary layer upstream of
the start of vortex formation. Govindaraju & Saffman (1971) and Phillips (1981) analysed the
turbulent trailing vortex, but focused on the vortex flow relatively far downstream of the trailing
edge of the wing, where flow self-similarity can be observed. Ikohagi et al. (1986) developed
a model for the turbulent vortex in the near field. It was based partially upon data taken from
an elliptically loaded hydrofoil at low Reynolds number and therefore its applications may be
limited. There have, of course, been many theoretical studies of the formation and rollup of
delta-wing vortices, based on inviscid models, but these are not very relevant to the vortex from
a rounded tip where the separation line is not defined by a sharp edge.

There have been several experimental studies of the fully developed vortex far downstream of
the wing tip, parametric studies of various tip shapes (Spivey, 1953) and studies where devices
were used to alleviate the tip vortex (Carlin et al., 1989). The latter studies, which in the last
few years have usually been related to helicopter blades rather than fixed wings, have generally
concluded that tip shape can substantially affect the way the vorticity in the tip vortex is
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concentrated. However, trade-offs with drag make more =xperimental work necessary before
reiiable modifications can be made.

Other experimental work on the flow over the tip and in the rollup region, e.g., Spivey &
Morehouse (1970) and the related work by Chigier & Corsiglia (1971), show a characteristic
surface-pressure suction peak near the tip, denoting the approximate location of the tip vortex
as it develops on the top surface of the wing. Other features Chigier noted were a relatively
high axial velocity in the core of the vortex in the near field (w/U, = [.1tw l.4data = 12°)
and a secondary vortex with the same sense of rotation as the main vortex located in between
the main vortex and the winglip.

Recently, Bandyopadhyay, Stead, & Ash (1990) investigated the turbulence structure in 2
turbulent trailing vortex and concluded that for their range of test conditions, the Rossby number
(axial velocity defect/maximum tangential velocity) was the controlling parameter for the
turbulence structure, not the vortex Reynolds number (circulation/viscosity). They also
concluded that the inner core is not, as thought previously, a region in solid-body rotation that
does not interact with the outer vortex region, but a relaminarizing region where patches of
turbulent fluid are intermittently brought in from the outer region. However, *heir voriex was
created by a double-wing vortex generator, and their measurements were taken far downstream
of the trailing edge so that they may not be quantitatively representative of the near-field rollup
region of a wingtip vortex.

There seems to have been no study of the tip flow and near-field vortex roliup process detailed
enough to be used in developing or testing a prediction method or for putting the design of tip
maodifications on a firm fundamental basis. The present experimental study focuses on the initial
roll-up region of the turbulent vortex from a generic wingtip at high Reynolds number. The
approach is first to reach a basic understanding of the physics involved in the flow near the
wingtip, supported by detailed measurements of turbulence structure, before proceeding to
development of prediction methods or tip modifications, although both are in our program.

In our experiment, surface oil-flow visualization, laser-illuminated smoke visualization, surface
pressure measurements, and velocity-field measurements by use of a 7-hole pressure-probe
(Zilliac, 1989) have been completed for the flow over a rectangular wing with rounded tip as
far as a half chord downstream of the trailing edge. The Reynolds number based on chord was
4.6 million. Given the trade-off between taking extensive measurements at one flow condition
or taking fewer measurements at several flow conditions, the former option was chosen because
measurements at closely spaced points are needed to resolve the large spatial gradients in the thin
tip boundary layer and the rollup region, and because it would give the computational scientist
a solid test case to compare with his/her results.

From the results acquired to date, we have been able to build up a detailed qualitative and

quantitative picture ot the process by which the tip bourdary layer separates and rolls up into
a vortex.
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EXPERIMENTAL PROCEDURE

The measurements were performed in the 32 in. x 48 in. low speed wind tunnel (Figure 2) at
the Fluid Mechanics Laboratory (FML) of NASA Ames Research Center. Maximum freestream
turbulence in the wind tunnel, as mez. ired by hot wire anemometer, is 0.15%. A half-wing
model of 4-ft chord, 3-ft semi-span, rounded (body of revolution) wingtip, and NACA 0012
wing section was used, as shown in Figure 3. The two coordinate systems used to describe the
physical locations of the experiment are also shown in Figure 3. During the design phase of this
study, the decision was made to use as large a model as possible to avoid severe "viscous"
tunnel interference due to excessive growth or separation of the tunnel wall boundary layers.
“Inviscid” tunnel interference is, of course, very large and any computations would have to take
into account the presence of tunnel walls. This could be done by using slip boundary conditions
and imposing a smai t:anspiration velocity through the walls to simulate the displacement
thickness of the boundary layer. A similar approach was taken in the European GARTEUR
swept-wing experiment (van den Berg, 1989).

The model was constructed out of aluminum with a skin thickness of 1/4 in and precision
machining of the surface contour (+ 0.0005 in). The angle of attack setting of the model could
be varied from + 16° angle of attack by rotating the model about its quarter chord, although, as
stated previously, the only test case of interest in the present study was at + 10° angle of attack.
The quarter chord point was located in the vertical center of the test section so that geometries
at positive and negative angles of attack would be identical.

A trip was used to fix transition near the leading edge. Roughness elements of 0.017 in
diamcter were packed closely together to form a 1/8 in wide strip. The strip was placed across
the span of the wing at a surface distance of 2.0 in from the leading edge. The trip extended
around the tip and along the bottom surface of the wing. Napthalene sublimation and
microphone techniques were used to confirm that the boundary layers were turbulent after the
trip.

On the upper half of the wing model surface, 222 static pressure taps are located in 12
chordwise rows at the constant chord spanwise locations of z/w = 0.181, 0.362, 0.725, 0.845,
0.906, 0.936, and 0.966 and at the tip spanwise locations of y = 0.0°, 22.5°, 45.0°, 67.5°, and
80.0°. The tubing to the taps is connected to a six-cap Scanivalve (40 barrels/cap) which in turn
was connected to a MKS 223B pressure transducer. All measurements on the pressure side of
the wing were made by rotating the model to negative angle of attack.

Traversing was done using custom built rails and slides driven by Compumotor microstepping
motors and controllers (25,000 microsteps/rev). The five-degree-of-freedom traversing system
had the capability of translation in three directions, and of pitching and yawing the probe. Probe
position and orientation was derived from optical encoders on all axes (not from motor step
counts). Absolute positioning accuracy of a probe (relative to wing model surface) was within
.02 inches. Incremental positioning accuracy was determined to be within .001 inches for
translation, 0.2° for pitch, and 0.1° for yaw.

To get a qualitative picture of the skin friction lines on the wing, surface-oil flow visualization
was done using a mixture of titanium oxide, oleic acid, kerosene, 10 weight oil, and fluorescent
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powder and photographed using a 2 by 2 in large format still camera. An ultraviolet lamp was
used to illuminate the mixture. Laser-illuminated smoke flow visualization using a Rosco 1500
smoke generator and a 5§ Watt Lexel argon-ion laser, was videotaped with a Sony DXC-M3A
video camera and also a 35 mm camera.

Flowfield data were taken at the following cross-flow planes: x‘/c = -0.40, 0.15, 0.35, 0.44,
0.54, 0.63, 0.73 (approximately at T.E.), 0.74, 0.99, 1.19, and 1.42. Data planes taken in the
wake and in front of the wing model had 20 x 29 data points (23.0 in vertical, 28.0 in span).
The boundaries of the data planes were at z/w = 0.36, z/w = 1.20, y'/c = -0.24, and y'/c =
0.24. Data planes taken above the surface of the wing had 11 x 29 data points. These planes
were, in essence, half-planes, since they extended exactly half way around the tip, but did not
include any points below that line. For data points near the wing surface, an electronic touch
sensor was used to find the surface of the model. The first vertical data point above the surface
was taken 0.10 inches above the location found by the touch sensor. An additional cross-flow
plane, with concentrated grid spacing (15 x 29 data points, 4.0 in span) focusing on a smaller
region, was taken at x'/c = 0.53.

A 7-hole pressure probe was used to measure static pressure and the velocity vector. Calibration
of the probe was done in-situ, prior to installation of the model. The procedure for the
calibration is described by Zilliac (1989). Daia rate of the probe measurement system was
maximized by use of simultaneous sampling of the eight required pressure measurements at each
measurement location (seven for the probe and one for tunnel static) with the use of eight
separate MKS 223B pressure transducers. For high flow angles (> 30°), flow angle
measurement uncertainty for the 7-hole probe is within 1° while velocity magnitude uncertainty
is within 1.1% of freestream velocity. For low flow angles (< 30°), flow angle uncertainty is
within 0.5° while velocity magnitude uncertainty is within 0.8%.

Like all probe based measurements, velocity gradients can lead to additional error. The effect
of flow gradients on the axial-core-velocity magnitude is of particular interest. An estimation
of the additional errc . low gradients in the core, can be made by considering a vortex
with a core radius of 1.. . .haracteristic size for our present case) and a maximum tangential
velocity of 1.0 U,.. A simple calculation shows that the worst case tangential-velocity variation
across the face of the probe (0.1 inches diameter) would be 0.066 U,. This leads to an
estimation of a possible flow angle measurement error of 2.2 degrees. In the core, the
streamwise pressure gradient variation is negligible, thus the maximum error in core-axial-
velocity magnitude measurement is 0.1% above the 1.1% estimated velocity magnitude
uncertainty.

Data acquisition was done using a 32-bit DEC xVAX II computer to control a 15-bit Tustin
X-2100 A/D. Measurement error due to A/D resolution was negligible compared to instrument
error,

RESULTS AND DISCUSSION

Streamwise development of the tip vortex is shown by laser-illuminated smoke flow photos in
Figure 4. Each frame visualizes the crossflow plane perpendicular to the x’ axis. Still
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photographs of crossflow planes were taken at the following locations: x'/c = 0.36, 0.49, 0.61,
0.74, 0.86, 0.99, 1.11, 1.24. The spanwise location of the vortex core is nearly constant at a
z/w = 0.97. The perpendicular distance to the core from the wing surface increases with chord.
At a x'/c = (.36, the vortex core is located about 0.4 inches above the wing surface, while at
the trailing edge (x'/c = 0.74), the vortex core "sits" approximately 1.5 inches above the wing
surface. The first signs of the tip vortex can be seen in the first photo at x'/c = 0.36.

Surface oil flow results on the lower surface of the model (Figure 5a, freestream from left to
right) show the highly three-dimensional nature of the flow near the tip region. In the tip
region, the effect of the spanwise pressure gradient causes the skin friction lines to become
skewed outboard. Figure 5b shows the tip region skin friction patterns (freestream velocity
flows from top to bottom). Again, the general action of flow wrapping around the tip from the
lower surface to the upper surface is evident. The dominant feature, in Figure 5, is a line where
other skin friction lines converge, starting at about 55% chord. The properties of this
"convergence line” are hard to quantify. Unlike classical two-dimensional separation, the skin
friction magnitude is non-zero along this line (owing to the presence of a streamwise
component). In the literature, this line is often described as indicative of "local separation” or
"open separation.” The salient characteristic of this type of separation is that there are no
singular points in the skin-friction line topology. Additionally, there is no zone of stagnant fluid
or reversed flow which typically occurs in flows which are "globally separated” (for more detail,
see Zilliac 1989). The convergence line is indicative of the departure of the shear layer from
the surface. This lifting off of vorticity occurs due to the adverse pressure gradient encountered
by the cross flow velocities which wrap the flow around the tip. Figure Sc shows the upper-
surface-skin-friction patterns. The effect of the tip vortex is apparent near the trailing edge of
the tip region. Directly beneath the tip vortex, the skin friction lines get swept outboards.
Additional converging skin friction lines (two of them) can be seen adjacent to the main line of
converging skin friction mentioned previously. These correspond to secondary and tertiary
vortices formed by local separation of the crossflow induced by the primary and secondary
vortices respectively.

The flow phenomenon described in the oil-flow results are also evident in the surface pressure
measurements (Figure 6). Here, surface pressure coefficient contours (C, = (P - P..)/ .5 pU%,)
are plotted on the upper and lower surface of the wing. The lower wing surface contours show
the stagnation line which is nearly straight, across most of the wing, at an average arc distance
from the leading edge of s = 0.01 c. Away from the tip of the wing, the flow approaches two-
dimensional behavior, and the pressure gradient in the x-direction is favorable, for 60% of the
chord, only to become slightly adverse for the remaining part of the wing. Near the tip of the
wing, the flow and the pressure gradients become highly three-dimensional. The pressure
gradients induce large cross flow velocities around the tip. The large aqua-colored region on
the lower rear part of the tip corresponds to very high velocity air whipping around the tip, only
to encounter an adverse pressure gradient after circumventing about half way around the tip.
This region corresponds to the main converging-skin-friction line seen in the oil flow photo.
In a two-dimensional sense, the flow in this region is similar to crossflow past a circular
cylinder, where the shear layer detaches shortly after the onset of an adverse pressure gradient.

The pressure-coefficient contours on the upper surface of the wing are fairly two-dimensional
on the inboard third of the wing. The leading edge suction peak is evident, and the minimum
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surface pressure coefficient found here was -2.64. Nearer the tip, in the pre-tip-vortex
developing portion of the flow, the surface pressures taper off to gradually equalize themselves
with the pressures on the lower surface of the wing. The suction peak, due to the main tip
vortex, is also evident and a minimum C, of -1.30 was found in this region. The footprint of
the main tip vortex lies at approximately z/w = 0.97, assuming the core of the vortex lies
directly above the surface of minimum pressure coefficient), and the crossflow pressure gradient
becomes adverse as one traverses outboard of this core footprint. This adverse-crossflow-
pressure gradient occurs slightly inboard of the secondary converging skin friction line shown
in Figure 5c. It is believed that the vorticity sheet lifting off from this secondary converging
skin friction line forms a secondary vortex of the opposite sense to the primary vortex. This
belief is corroborated by seven-hole pressure probe data shown later. The surface pressure data
could not confirm the existence of a suction peak due to this secondary vortex or a tertiary
vortex because of resolution limitations.

The surface pressure distribution was numerically integrated to find the lift of the wing (C, =
0.51, consistent with Prandtl’s results for a rectangular wing with low aspect ratio). The
inboard portion of the wing (where pressure taps are not present) was included in the
computation by extrapolating the nearly two-dimensional behavior of the pressure distribution
inboard.

Figure 7 displays normalized crossflow velocity magnitude at various crossflow planes as
measured by seven-hole pressure probe. The freestream velocity direction is coming out of the
page and the wingtip is on the left side of the plots. The crossflow planes are displayed in
conjunction with the wing-surface-pressure-coefficient contours. Black dots represent
measurement locations. Bad data points at x'/c = 0.74 (a green rectangular region) and a single
bad data point at x'/c = 1.42 occur near the core of the vortex. It is believed that these points
were erroneous due to flow gradient/probe volume problems. At x'/c = 0.15, high crossflow
velocity circumventing the tip can be seen, but no tip vortex is evident yet. As the axial
progression of data planes is made down the chord of the wing, the region of high crossflow
velocity increases (both in area and magnitude) as the tip vortex gains strength from the
feeding sheet of boundary layer vorticity. Note how the location of the vortex matches up with
the pressure suction peak on the surface of the wing. Small blue patches can be seen in between
the feeding sheet and the main vortex, corresponding to the approximate location of the
secondary line of converging skin friction. These patches of low-crossflow-velocity air are not
readily observable in data planes taken in the wake (x’/c > 0.74). Planes in the wake also show
the crossflow velocity approaching zero as the core of the vortex is approached. Maximum
crossflow velocity (on the order of the freestream velocity) is found on the viscous/inviscid
boundary of the vortex.

Figure 8 shows normalized velocity magnitude and surface pressure coefficient at the exact same
locations and with the same perspective as data shown in Figure 7. Again, the axial
development of the tip vortex is apparent when looking at the progression of data planes. The
velocity magnitude in the core of the vortex increases as one progresses down the chord of the
wing. A maximum velocity magnitude of | U | /U, = . .77 was obtained at x'/c = 0.74
(right after the T.E.). This point of maximum velocity magnitude occurred in the core region
of the tip vortex where the crossflow velocity was low, implying very high axial velocity.
Chigier noted a maximum axial velocity in the core right before the trailing eage of about u/U,,
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= 1.4 (NACA 0015, at « = 12.0°, Re, = 953,000). Immediately after the trailing edge in the
wake, the axial velocity in the core, he observed, decreased to w/U, = 1.1. In the present
study, the velocity-magnitude maxima very slowly decreases in the wake to a value of
| U | /U, = 1.69, a marked difference from the results of Chigier.

The growth of the boundary layer thickness (green-blue area nearly spanning the wing) with
chord, and its development into the wake, are quite vivid. An interesting development is the
apparent dip in the boundary layer thickness in between the main tip vortex and the nearly-two-
dimensional section of the flow. As one progresses down the chord, the span of this boundary
layer "dip" increases. The crossflow velocity in this region is dominated by v-velocity (a
downward component towards the surface). It is believed that the tip vortex induces a flow such
that the low momentum fluid in the boundary layer is "pushed aside” and replaced by higher
momentum fluid, thus thinning the effective boundary layer thickness. The "dip” in the
boundary layer is convected into the wake and at an x'/c of 0.99, it seems that the "dip" part
of the wake has separated from the main part of the wake. In subsequent crossflow planes, this
low momentum fluid is wrapped into the tip vortex.

A concentrated grid of data, taken by seven-hole pressure probe at a x'/c of 0.53 is shown in
Figure 9. Displayed are x’ component of vorticity (normalized by U,, resulting units are
1/length), crossflow velocity magnitude, and velocity magnitude contours overlayed with
normalized velocity vectors for this data plane. The x'-vorticity contour shows an absolute
maximum of -8.8 in the feeding sheet and a value of about -3.2 in the core of the main vortex.
The resolution of the concentrated grid allows the core of the secondary vortex to be easily
visible and the value of the x’-vorticity, in this core, was about 3.5. The absolute accuracy of
these numbers can be questioned due to insufficient grid resolution, but the general trends of
positive and negative values of vorticity (clockwise and counterclockwise vortices) are certainly
adequately resolved. The superimposed velocity vectors confirm that the rotational sense of the
secondary vortex is opposite that of the main tip vortex and they suggest the location of a
tertiary vortex further outboard of the secondary vortex with the same sense as the main vortex.

The radius of the viscous core of the main tip vortex at a x'/c = 0.53 was found to be about 1.0
inch. The core radius was estimated by determining the distance from the point of minimum
crossflow velocity in the core to the point of maximum crossflow velocity. Admittedly for a tip
vortex that is still developing, this definition is a bit arbitrary, but adequate as a general
descriptor.

was found by taking

The nondimensional circulation of the vortex | v o Y
[U, x Chord]

the line integral of the velocity vector over a closed path, in a crossflow plane. The enclosed
area formed by this path included 75% of the span, so that much of the vorticity shed by the
viscous wake of the wing is included in this calculation. The value was found to be I'" = 0.33
atan x'/c = 0.74.
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CONCLUSIONS

The experimental results to date, on the near-field flow of a wingtip vortex at high Reynolds
number, have demonstrated the highly three-dimensional nature of the flow. The initial roll-up
process of the tip vortex has been observed and quantified (in a mean sense). As a result, a
good qualitative understanding of how the vorticity from the "local separation” of the free shear
layers is wrapped into the tip vortex was found. The presence of a secondary vortex of the
opposite sense to the primary tip vortex was located and the possibility of a tertiary vortex is
suspected. Extremely high axial velocity in the vortex core was measured. The details of these
flow phenomena have not been predicted by computational studies as of yet.

In the near future, all six components of the Reynolds stresses will be measured at the same data
locations as the seven-hole pressure probe by use of cross-wire probes, and LDV equipment will
be used to survey the core of the tip vortex. In combination with the mean flow data, this
database will be used to further computational models.
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Pressure Side

(a) Pressure side

(b) Tip view

Figure 6. Surface pressure coefficient.

{c) Suction side

Figure 5. Wingtip surface oil flow.
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ANALYSIS AND COMPUTATION OF TRAILING
VORTICES AND THEIR HAZARDOUS EFFECTS
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ABSTRACT

The thin-layer, Reynolds-averaged, Navier-Stokes equations along with an implicit, upwind,
flux-difference splitting, finite-volume scheme are used to compute the vortex wakc of a large-
aspect-ratio wing. A C-O grid with grid stretching at the wing leading, trailing and side edges
is used to solve for the wing and its near-vortex wake flows. The computed surface-pressure
distribution is validated by comparison with a set of experimental data. Next, a relatively small
trailing wing, in comparison with thc leading wing, having a large aspect ratio is introduced in
the near-vortex wake of the leading wing. The trailing wing grid has also been stretched at
critical interference locations. The interacting-wing problem is recomputed using the solution
of the previous isolated-wing problem as the initial condition. Fixing the downstream separation
distance, the spanwise location of the trailing wing is varied to simulate two flow interference
problems. The first problem is called the "along-track penetration through vortex center" and
the second is called the “along-track penetration between vortices.”

INTRODUCTION

Since the introduction of wide-body and jumbo jets for civil air transport in the early '70s, the
problem of hazardous effect of wake vortices trailing behind these aircraft on the smaller trailing
aircraft has received significant research efforts. The vortex trails are characterized with high
intensity and turbulence, and may produce high rolling moments on trailing aircraft which could
exceed the available roll control of the trailing aircraft. Moreover, the trailing aircraft, under
the influence of these vortex trails, could suffer a loss of altitude or climb rate in addition to
structural damages (Figure 1). These vortex trails may persist up to several miles and for long
periods of time before their decay, and therefore they play a major role in sequencing landing
and take-off operations at busy airports. For example, a minimum safe-separation distance
between aircraft needs to be specified which depends on the vortex intensity, wind shear,
atmospheric turbulence and temperature gradient; among others.
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The literature shows a few experimental and computational investigations that attempt to model
and analyze vortex wake interaction, merging, decay and their hazardous effects on trailing
aircraft. Hallock and Eberle' presented a review of the state of the art of aircraft wake vortices
covering the research efforts in the United States until the mid-seventies. Experimental wind
tunnel and airport measurements of the vortex wakes were conducted by Dee and Nicholas?,
Harvey and Perry®, El-Ramly*, Wood and McWilliams®, Garodz®, Cliffone and Lonzo’, and
Olwi and Ghaz’.

Mathematical models and computational schemes were developed using inviscid analysis by
Chorin and Bernard®, Hacket and Evans'®, Yates!!, Iversen and Bernstein?, and Rossow".
Although an inviscid model cannot describe the wake aging including its diffusion, it is still
capable of producing the wake shape and its dynamics. The mathematical modeling used in the
above references was based on the use of the point vortex method to compute the motion of a
finite number of point vortices which model the vorticity behind a wing. The first three-
dimensional inviscid model was introduced by Kandil, et al.", where the nonlinear vortex-lattice,
which was also developed by Kandil, et al.'*, was used to compute the interference flow between
wings and the vortex wake hazardous effects.

Viscous modeling of trailing vortices was first introduced by McCormick, et al.'®. Viscous
interactions in vortex wakes and the effects of background turbulence, wind shear and ground
on two-dimensional vortex pairs were presented by Bilanin, et al.””!®. Liu and his co-workers'>
2 studied the interaction, merging and decay of vortices in two-dimensional space and of three-
dimensional vortex filaments. For the two-dimensional flow simulation, the incompressible
Navier-Stokes equations, expressed in terms of vorticity-stream function formulation, were used.
For the three-dimensional flow simulation, the incompressible Navier-Stokes equations,
expressed in terms of the vorticity-velocity vector potential formulation, were used. An
extensive review of this work is given in Ref. 22. To estimate the effects of density
stratification, turbulence and Reynolds number on vortex wakes, an approximate model was
recently developed by Greene”. Later on, Greene and his co-workers? presented selected
results of aircraft vortices which include a juncture vortex, a lifting-wing vortex and a wake
vortex.

It is concluded from the above brief literature survey that the problem contains several vortex
flow regions along with several critical parameters influencing the vortex wake flows. The
vortex wake flow of interacting-wing problems can be divided into three regions. The first
region includes the leading wing and its near-wake flow. The second region includes the
interacting vortices in the wake. The third region includes the far-wake flow along with the
trailing-wing flow. The leading-wing shape including its deflected control surfaces, flow
unsteadiness due to nonsteady motion of the wing, angle of attack and Reynolds number of the
flow and presence of wind shear and temperature gradients in the flowfield are some of the
critical dominant parameters of the first region. In the second region, the flow Reynolds
number, background turbulence, wind shear and temperature distribution are some of the critical
dominant parameters. In the third region, the flow Reynolds number, angle of attack, shape of
the trailing wing and the path of the trailing wing are some of the critical dominant parameters.
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In this paper, we only focus on the steady leading-wing flow and its near-wake region.
Moreover, a trailing wing is introduced in the near-wake region in order to study the vortex
wake effects on the trailing wing. The isolated-wing and interacting-wing problems are solved
using the unsteady, compressible, thin-layer, Reynolds-averaged, Navier-Stokes equations along
with an implicit, upwind, flux-difference splitting, finite-volume scheme. The turbulent viscosity
is modeled using the modified Baldwin-Lomax algebraic equations. No wind shear or
temperature gradients are assumed to exist in the flowfield.

Formulation
Thin-Layer Navier-Stokes Equations

The conservative form of the dimensionless, unsteady, compressible, thin-layer Navier-Stokes
equations in terms of time-independent, body-conformed coordinates £', £? and ¢° is given by

?§.+£§-E@3=O's=1—3 4))
at ot* agz ’
where
£% = EM(X),Xx),Xy) 0))
o-94_.1 ' 3
Q - T - 3" [p) pup Puz, pugs pe] ( )

E, = inviscid flux = % [a6=E, | - .;. (U, pu,U, + 3,£7p0uU,,
4

+ 3£"pouU, + 3t"p,(oe + PV, |

Un = 387, (©)
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(E,), = viscous and heat-conduction flux in §? direction

=‘;‘ [o’akfzi s akfzrn, agfzfuv (5)

38 -q); k=1-3,n=1-3

The first element of the three momentum elements of Eq. (5) is given by

M a
0, = R‘;“[wa,s’ ‘ ¢5§-] @

The second and third elements of the momentum elements are obtained by replacing the
subscript 1, everywhere in Eq. (7), with 2 and 3, respectively. The last element of Eq. (5) is
given by

M_u
akiz(u.fg,, - qk) =

1 9 1 3@y 1.
w — + ;p=1-3
{ YW + ¢[2 3 (wu) CERVET: 322] } P ®

where

ou,

Tk W = 9t ©)

6 = 370 8%y < -g- X%

In Egs. (1)-(9), the dimensionless variables are referenced to their appropriate freestream values.
The dimensionless density p, Cartesian velocity components u;, u, and us, total energy per unit
mass e, dynamic viscosity u, and speed of sound a, are defined as the ratio of the corresponding
physical quantities to those of the freestream; namely, p.?%, 2w, Pw; 8w’ Hw, aNd a,;
respectively. The pressure, p, is nondimensionalized by p.a,’ and is related to the total energy
for a perfect gas by the equation of state

p=(y-1p [e~—21-ujuj];j=1-3 (10)
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where v is the ratio of specific heats and its value is 1.4. The viscosity, u, is calculated from
the Sutherland’s law

u = T [_11,_.*;% ] ¢ = 0.4317 (1)

where T is the temperature which is nondimensionalized by T,,. The Prandtl number, P, is fixed
at 0.72. The Reynolds number is defined as R, = p,U.L/u.. and the characteristic length, L,
is chosen as the root chord of the leading wing.

In Egs. (1)-(10), the identical notation is used for convenience. The subscripts k, n, p and j are
summation indices, the superscript or subscript s is a summation index and the superscript or
subscript m is a free index. The partial derivative 4/3X, is referred to by d,.

Turbulent Flow
For the turbulent flow, the thin-layer, Navier-Stokes equations are transformed to the Reynolds-

averaged equations by replacing the coefficient of molecular viscosity, u, and the
coefficient of thermal conductivity, k, with

po=ptp =p(l+p iy (12)
k=k+k,=’_‘&[1+ﬂf:] (13)
: P, kP

where . is the effective viscosity, k, the effective thermal conductivity, u, the turbulent
viscosity, P, the laminar Prandtl number, P, the turbulent Prandtl number and C, the specific
heat under constant pressure. The turbulent viscosity u, is obtained by using the two-layer
algebraic eddy viscosity model which was first developed by Cebeci® for the boundary-layer
equations and modified later by Baldwin and Lomax® for the Navier-Stokes equations. The
details of the turbulent model is given in Ref. 27 by Wong, Kandil and Liu.

Boundary and Initial Conditions

Boundary conditions are explicitly implemented. They include the inflow-outflow conditions and
the solid-boundary conditions. At the plane of geometric symmetry, periodic conditions are
used. The inflow-outflow boundary conditions are implemented using the one-dimensional
Riemann-invariant conditions normal to these boundaries. On the solid boundaries, the no-slip
and no-penetration conditions are enforced; u; = u, = u, = 0, and the normal pressure gradient
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is set equal to zero. For the temperature, the adiabatic boundary condition is enforced at the
solid boundaries.

The initial conditions correspond to the freestream conditions with u; = u, = u; = 0 on the
solid boundaries. The freestream conditions are given by

pu=am =Tcn=1’

u,,=M_cos a,

u,, = M_sin a, (14)

where a is the angle of attack.

Computational Scheme

The implicit, upwind, flux-difference splitting, finite-volume scheme is used to solve the
unsteady, compressible, thin-layer, Reynolds-averaged, Navier-Stokes equations. The scheme
uses the flux-difference splitting scheme of Roe which is based on the solution of the
approximate Riemann problem. In the Roe scheme, the inviscid flux difference at the interface
of computational cells is split into two parts; left and right flux differences. The splitting is
accomplished according to the signs of the eigenvalues of the Roe averaged-Jacobian matrix of
the inviscid fluxes at the cell interface. The smooth flux limiter is used to eliminate oscillations
at locations of large flow gradients. The viscous- and heat-flux terms are linearized and the
cross-derivative terms are eliminated in the implicit operator. The viscous terms are differenced
using a second-order accurate central differencing. The resulting difference equation is
approximately factored and is solved in three sweeps in the &', £2, and £3 directions. The
computational scheme is coded in the computer program “CFL3D".

Computational Applications

We consider a large-aspect-ratio rectangular wing of AR, = 5.9 and a NACA 0012 chordal
section, at an angle of attack of a; = 4.64°, The flow Reynolds number, Re, is 3.2 x 10°
(which is based on the root-chord length) and the freestream Mach number, M, is 0.3. The

computational domain consists of 2 hemispherical boundary which is followed by a cylindrical
boundary. The hemisphere center is 'ocated on the root-chord of the wing at the trailing edge.
Its radius is 15 chords (C,, = 1) and the cylindrical boundary extends 15 chords in the
downstream direction beyond the wing trailing edge. A C-O grid of 201x59x53 grid points in
the axial wrap-around, spanwise wrap-around and normal directions, respectively, is used. The
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minimum grid size normal to the wing is 10®. The flow is considered to be laminar until the
chord station of 0.05 from the wing leading edge. Thereafter, the turbulent model is turned on
to mimic the transition to turbulent flow. This location of the transitional flow has been
experimentally determined by Yip and Shubert®,

Isolated Wing and Near-Vortex-Wake Flow

Figures 2-5 show the computed results of this flow case. Figure 2 shows the history of the
residual error, the total lift and drag coefficients over 12,100 iteration steps. Figure 3 shows
a comparison of the present computed surface-pressure-coefficient distribution in the chordwise
direction at different spanwise stations with the experimental data of Ref. 28. The present
results are in good agreement with the experimental data with the exception of the peak suction
pressure at the wing leading edge. This is attributed to the improper modeling of the transitional
flow at this location. The evolution of the vortex wake, depicted in terms of the total-pressure-
loss contours, from the chord station of x/c,; = 0.95 to the chord station of x/c,, = 7.0 is given
in Figure 4. Figure 5 shows a three-dimensional view of the wing and wake vortex evolution
in terms of the total pressure loss.

The total-pressure-loss contours show that the tip vortex reaches its maximum strength at about
0.5 chord length from the wing trailing edge. Thereafter, the tip-vortex core expands due to the
viscous diffusion and grows to almost double of its original size after two chords from the wing
trailing edge (x/c; = 3.0). It is also noticed that at the same location the wake thickness
increases to almost double of its original thickness.

Leading/Trailing Wing Interaction (Along-Track Penetration Through Vortex Center)

A rectangular wing of aspect ratio of AR, = 3.3 (trailing wing) is introduced in the vortex wake
of the leading wing. The trailing-wing leading edge is located at one chord length in the
chordwise direction from the trailing edge of the leading wing. The centerline of the trailing
wing is located along the leading-wing tip in the spanwise direction. The chord length of the
trailing wing is 0.5 that of the leading wing and has the same angle of attack as that of the
leading wing. The grid of the trailing wing is stretched at its leading and trailing edges. This
leading/trailing wing interaction problem is usually known as the “along-track penetration
through vortex center” case. A typical grid for the interaction problem is given in Figure 6.
In Figure 7, the snapshots of total-pressure-loss contours show the evolution of the vortex wake
including that of the trailing wing up to the chord station x/c,, = 7.0. Figure 8 shows the
spanwise distribution of the C, for the trailing wing at the chord stations of 2.1, 2.2, 2.3, 2.4
and 2.5. We also show in Figure 8 the corresponding cross-flow streamlines of the flow around
the trailing wing. Figure 9 shows a three-dimensional view of the total-pressure-loss contours
of the flow of interacting wings.

Figures 7-9 clearly show the effects of tip vortex and wake of the leading wing on the tip vortex
of the trailing wing in the range from x/c, = 2.0 to x/c,; = 2.5 (chord-length range of the
trailing wing). The left tip vortex of the leading-wing is located to the right from the trailing-
wing centerline (C). The right tip vortex of the trailing wing vanished (Figure 7), and it is
noticed that a saddle point appears in the flow to the right of the leading-wing tip vortex (Figure

36-7




8). This is expected since the leading-wing tip vortex is of large size and strength as compared
to those of a smaller wing size. Moreover, its vorticity is of opposite sign to that of the right-
side tip vorticity of the trailing wing. On the left-side of the trailing wing (Figure 7), its tip
vortex grows in size and strength and moves outboards in the downstream direction. Beyond
the trailing edge of the trailing wing, two strong tip vortices of the same vorticity sign exist
along with a kinked wake. The left tip vortex of the leading wing feeds the left tip vortex of
the trailing wing. The reason behind the kink in the trailing wake is that the vorticity of wake
of the right side of the trailing wing is of opposite sign to that of the left side of the leading
wing. Hence, the resultant vorticity of the kinked part of the wake will be smaller than that of
the remainder of the wake. In the downstream direction, the tip vortices and the wake increase
in size due to the viscous effects. The snapshots of the pressure distribution depicted in Figure
8 show the serious hazardous effect of the leading-wing tip vortex on the trailing wing loading.
The spanwise surface-pressure distribution is strongly asymmetric, due to the disappearance of
the right tip vortex of the trailing wing, resulting in a substantial clockwise rolling-moment
coefficient.

Leading/Trailing Wing Interaction (Along-Track Penetration Between Vortices)

Next, the trailing wing centerline is moved to the 1/2 semispan location of the leading wing.
The chordwise separation distance is kept fixed as that of the previous case. Also, the trailing-
wing angle of attack, a;, is kept fixed. This leading/trailing wing interaction problem is usually
known as the "along-track penetration between vortices” case. Figures 10-12 show the results
of this flow case.

In Figure 10, the snapshots of the total-pressure-loss contours show the evolution of the vortex
wake including that of the trailing wing up to the chord station x/c,; = 7.0. Figure 11 shows
the spanwise distribution of C, for the trailing wing at the chord stations of 2.1, 2.2, 2.3, 2.4
and 2.5. Figure 12 shows a three-dimensional view of the total-pressure-loss contours of the
flow of interacting wings.

Figure 10 shows that the left tip vortex of the leading wing is located to the left of the trailing
wing. The snapshots, in the downstream direction, show that the right tip vortex of the trailing
wing disappears while its left tip vortex grows and feeds the left tip vortex of the leading wing.
Beyond the trailing edge of the trailing wing, the left tip vortex of the leading wing grows in
size until it is shed in the flowfield at the chord station x/c,;, = 7.0. Again, we notice that the
wake shape is kinked. The spanwise distributions of C, of the trailing wing (Figure 11) show
that the shape of the pressure-coefficient curve of the right side of wing is symmetric around C,
= 0. Around y/c,; = 1.475 (location of C, of trailing wing), there is a small asymmetry in the
C, distribution which produces a small counterclockwise rolling moment. The magnitude of this
rolling moment is substantially smaller than that of the clockwise rolling moment of the
previous case. By comparing the C, levels of this case (Figure 11) with the previous case
(Figure 8), it is concluded that the lift coefficient of the present case is smaller than that of the
previous case.

Thus, the hazardous aerodynamic effects of the "along-track penetration through vortex center®
case are much more serious than those of the "along-track penetration between vortices” case.
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CONCLUDING REMARKS

The unsteady, compressible, thin-layer, Reynolds-averaged, Navier-Stokes equations are used
to compute and analyze vortex wake flows of isolated and interacting wings. An implicit,
upwind, flux-difference splitting, finite-volume scheme is used to compute these flows. A C-O
grid has been used to carry out the computations with a computational domain that extends 15
chords behind the leading wing. The emphasis of this paper is to study the effects of the near-
vortex-wake flow on a small trailing wing for two vortex wake interference cases. The first
flow-interference case is called the "along-track penetration through vortex center” and the
second flow-interference case is called the "along-track penetration between vortices." The
present computations show that the first flow-interference case is much more hazardous to the
trailing wing in comparison with the second flow-interference case. It has been demonstrated
that the trailing wing experiences large rolling moments if the trailing wing is along-track
penetration through vortex center.

The present research work is the first attempt to address this problem using the CFD and
Navier-Stokes equations. There are still several computational issues to be addressed. The first
issue is the level of grid fineness and its distribution in order to obtain accurate near-vortex-wake
results. The second issue is the level of grid fineness and its type for the trailing wing to obtain
accurate vortex wake flows of the interaction problems. The third issue is how efficiently and
accurately the computations can be implemented in order to compute the farfield vortex -vake
flows. A serious computational problem with this type of long-distance vortical flow is the
effect of the numerical dissipation of the scheme on the diffusion of these vortices. Currently,
we are addressing these computational issues along with other physical flow issues. The
physical flow issues include the level of the turbulent model; the effects of several parameters
such as the relative angle of attack, relative vertical and horizontal separation distances, relative
sizes of the wings and existence of deflected control surfaces, the unsteady climb rate of the
wing and the presence of wind shear, temperature gradient and background turbulence in the
flowfield.
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Figure 6. Typical C-O grid for the leading/trailing wing interaction problems.
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DOPPLER RADAR DETECTION OF VORTEX HAZARD INDICATORS

J.D. Nespor, B. Hudson, R.L. Stegall and J.E. Freedman
Government Electronic Systems Division
General Electric Company, MS 108-102
Moorestown, NJ 08057

ABSTRACT

Wake vortex experiments were conducted at White Sands Missile Range, NM using the
AN/MPS-39 Multiple Object Tracking Radar (MOTR). The purpose of these experiments was
twofold. The first objective was to verify that radar returns from wake vortex are observed for
some time after the passage of an aircraft. The second objective was to verify that other vortex
hazard indicators such as ambient wind speed and direction could also be detected. The present
study addresses the Doppler characteristics of wake vortex and clear air returns based upon
measurements employing MOTR, a very sensitive C-Band phased array radar. In this regard,
the experiment was conducted so that the spectral characteristics could be determined on a dwell-
to-dwell basis. Results are presented from measurements of the backscattered power, velocity
and spectral width when the aircraft flies transverse and axial to the radar beam. The statistics
of the backscattered power and spectral width for each case are given. In addition, the scan
strategy, experimental test procedure and radar parameters are presented.

INTRODUCTION

The need to provide protection against wake vortex-induced turbulence hazards necessitates
imposing large separations between heavy jets and other aircraft, resulting in a major constraint
on ATC system capacity. In truth, an actual wake vortex hazard is rarely present--occurring
only when ambient winds along the approach path are too weak to rapidly dissipate the vortices.
Since today’s ATC system lacks a sensor system that can indicate presence or absence of the
wake vortex hazard, it must always be assumed that the hazard is present and the cost of reduced
capacity is borne in the interest of safety. Previous research with microwave doppler radar has
suggested the potential of this technology to monitor the winds and detect turbulence even in
clear air conditions. This capability, if combined with the flexibility produced by the beam
agility of phased array antennas, offers hope for an operational sensor system that can support
an all-weather fail-safe solution of the vortex problem. This solution could be accomplished in
the following three ways. First, radar can provide doppler wind field measurements covering
the terminal area which, when combined with data from other meteorological sensors present,
can enable highly accurate mesoscale, short-term wind condition forecasts. These forecasts
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looking 20 to 30 minutes ahead provide the lead time needed for air traffic controllers to adjust
traffic separations to the vortex hazard as indicated by forecasted wind speed w.ad direction in
the final approach corridor. Second, the radar could perform continuous real-time monitoring
of the wind conditions actually occurring along the final approacn path, providing a means for
verifying the forecasted hazard level and if necessary alerting the controller to increase
separations. Third, for ultimate protection, the radar could provide a means for actually
detecting the vortices and determining decay rate and motion and, if necessary, alerting the
controller to wave-off the approaching aircraft.

The above described possibilities have stimulated interest in including wake vortex protection
as a functional requirement for the FAA’s recently announced Terminal Area Surveillance
System (TASS). Encouraged by such interest, the General Electric Co., over the past year, has
conducted an informal series of cooperative experiments with the White Sands Missile Range
(WSMR) exploring the feasibility of including vortex protection functionality in an advanced
multifunction terminal radar as envisaged for TASS. The aircraft test vehicles were limited to
small jet aircraft (A-7), as heavier aircraft were not available. The sensor used was the
AN/MPS-39, a C-Band pulse doppler phased array radar originally developed by GE for the
WSMR range instrumentation complex. The AN/MPS-39 is an excellent tool for exploring how
beam agility can be exploited to provide prediction, detection and location of vortex hazards for
a multifunction airport radar. This paper reports on the experimental results. It first reviews
the physical basis underlying the application of microwave radar to the vortex problem, then
describes the test radar and the experimental setup. It then goes on to present results,
recommendations for further work, and finally conclusions.

WAKE VORTEX AND OPTICALLY CLEAR AIR PHENOMENOLOGY

Scattering from fluctuations in the refractive index of the atmosphere has provided a very
powerful tool in the application of radars to clear air turbulence (CAT) investigations. It has
been clearly established [1] [2] and widely accepted that high powered, very sensitive microwave
radars can detect echoes caused by backscattering from inhomogeneities of the refractive index
in the atmosphere. The backscattered power is related to the intensity of the fluctuations in the
refractive index within a narrow range of turbulent eddy sizes centered at one-half the radar
wavelength. This region is known as the inertial subrange of the turbulence.

The theory of scattering of electromagnetic waves from refractive index in homogeneities has
been developed by Tartarski. [3] For homogeneous and isotropic turbulence, Tartarski has shown

D® = 2 ¥
that the structure constant can be expressed as . The scattering mechanism
from homogeneous and isotropic turbulent media is similar to Bragg scatter in that a radar of
wavelength X scatters from a particular component of turbulence with eddy sizes equal to \/2.
{4] Ottersten [5] has derived the following expression relating volumetric reflectivity to the
intensity of refractive index variations:
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where C: is the structure constant and is a measure of the intensity of the refractive index

fluctuations, and A is the radar wavelength. It has been established by Chadwick [6] et al. that
the scattering model for clear air turbulence is applicable to scattering from wake vortex induced
turbulence. In other words, the vortex induced turbulence is created at scale sizes of 5-10 meters
during the wingtip roll-up process and then fractures to smaller sizes as the vortex dissipates.
When the vortex induced turbulent scale size dissipates to the point where it becomes on the
order of half the radar wavelength, the radar backscattered power then becomes proportional to
the refractive index fluctuations.

For turbulence associated with wake vortices, the characteristics of the vortex are generated
primarily by a discontinuity in the air flow traversing the wings. This causes a vortex flow to
be shed along the wing tips. The velocity gradients that are generated across the width of the
vortex core are the primary contributor to the refractive index fluctuations. The entrainment of
the heat emissions and water vapor from the engines leads to increased fluctuations in the
refractive index of the vortex as it propagates through the atmosphere behind the aircraft
producing it. [7]

Continuous real-time monitoring of the low-altitude wind speed and direction has been
demonstrated with the AN/MPS-39 radar. We believe the sensitivity of this radar to monitoring
wind speed and direction results from refractive index inhomogeneities caused by convective
cells produced by the heating of the earth’s surface, as well as particulate scatter from small
millimeter sized particles such as dust and insects which may be lifted by buoyant air parcels
rising from the heated surface of the earth. Due to the size and nature of these particles, they
are accurate tracers of air motion up to the boundary layer. It should be notec that there may
be scasonal and geographical variations in the scattering mechanisms that produce the radar
echoes for mapping the low altitude winds. This is an area that needs to be investigated further.

DESCRIPTION OF MULTIPLE OBJECT TRACKING RADAR (MOTR)
Background

The AN/MPS-39 Multiple Object Tracking Radar (MOTR) is a new precision instrumentation
system designed to support range safety, weapon development, operational test and evaluation,
and training exercises involving multiple participants. The first MOTR was delivered to the
U.S. Army’s White Sands Missile Range (WSMR) in May 1988 where it underwent extensive
field testing culminating in final government acceptance in December of that year. Since then
two other MOTR radars have been delivered to various DoD test ranges around the couniry.
A fourth MOTR unit is now being tested by GE at its Moorestown, New Jersey, location for
the U.S. Air Force Western Space and Missile Center. A photograph of the radar is shown
Figure 1.
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Technical

The MOTR's transmission lens phased array antenna, mounted on an elevation over azimuth
pedestal, enables it to accurately track up to ten targets while simultaneously processing two
surveillance beams. Accuracies better than 0.2 mil RMS angle and 1.0 yd RMS range are
achieved while tracki~g a 20 dB or greater signal-to-noise ratio target. A 5.0 dB or better
signal-to-noise ratio is obtained while tracking a 6-inch diameter sphere with a 1.0 micro-second
pulse width at 100 kiloyard range. MOTR is fully coherent and has built-in clutter suppression
capability. The radar is mobile, and its design is based on Inter-Range Instrumentation Group
(IRIG) timing, transponder, and frequency standards. Table 1 lists important MOTR system
parameters.

As can be seen from Table 1, the radar has the following unique features that make it very well
suited for vortex detection experiments:

) High peak transmit power of 1 MW for high sensitivity.

2) Antenna beamwidth of 1° for good angular resolution of targets.

3) Very 'ow antenna sidelobes -35 aB rms for reduced sidelobe
clutter contamination.

4) Variable pulsewidth between 0.25 usec and 1 psec.  This
corresponds to range resolutions of between 37.5 meters to 150
meters.

5) The ability to electronically steer the beam reduces ground clutter
contamination.

6) High syste.n stability for high doppler resolution.

Modifications

MOTR software was extensively modified to support the wake vortex experiments and these
changes have permar tly been made part of all existing systems. MOTR additions consisted
of a new mode to enable disk recording of 36 range gates of coherent in-phase and quadrature
sum channel data and angle scan modifications to permit dwells of up to 256 pulse repetition
intervais.

WSMR WAKE VORTEX EXPERIMENTAL OVERVIEW

During January-February of 1991, the AN/MPS-39 MOTR at WSMR, NM was used to conduct
wake vortex detection experiments. Weather conditions during this time were characterized by
mild daytime temperatures, rising to 55-60 degrees Fahrenheit on the average, with generally
light winds. In general, Guring the winter months, the two dominant type air masses influencing
WSMR weather are modified Maritime Polar and Modified Continental Arctic. The modified
Maritime Polar was the system that dominated the weather patterns during this time. No
precipitation in the region occurred during the days when fly-bys were being conducted.
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Experiments were conducted using A-7 fighter aircraft flying out of Holloman, Air Force Base.
Figure 2 is an elevation view of the geometry of the experiment. Figure 3 shows the location
of the two space points that the aircraft flew through relative to the radar. Space Point 1 was
located 3 kyds directly north of the radar, and space point 2 was located 3 kyds directly west
of the radar. The aircraft flew a clockwise racetrack flight pattern and was vectored to the
appropriate space point and altitude by the WSMR control tower. The experiment was set up
such that the radar looked axially behind the aircraft for vortices as it flew through space point
2, and looked transverse to the aircraft flight direction as it flew through space point 1. The
aircraft flew at an approximate speed of 180 knots with both flaps and landing gear down to
simulate as close as possible a landing configuration. Each mission was composed of three
separate data collection modes. These consisted of a pre-mission, target mission, and post-
mission data collection mode. The pre-mission data collection mode was performed
approximately 15 minutes before the aircraft arrival. The intent was to record data on clear air
returns prior to the aircraft’s arrival. Data was then collected for at least 30 seconds immediately
before the aircraft flew through the beam and for at least one minute after the aircraft flew
through the beam. Another post-mission data collection mode was then taken for two minutes
to determine the ambient wind conditions after the fly-by. Before and after each mission, a call
was placed to the WSMR weather station located a half mile from the radar so that the
temperature, humidity, pressure, wind speed and direction both at the surface and aircraft
cltitude could be monitored and used in subsequent data analysis. Visual observations were
made of the two space points with personnel using binoculars during the entire mission. Two
observers were employed; one monitored space point 1 and the other space point 2 for birds,
insects, etc., flying through or around the beam,

Figure 4 shows the scan pattern employed by the radar for the axial passes (looking due west
to space point 2). The radar electronically scanned a 3x3 array, the aircraft was vectored
through the top middle beam. This scan strategy facilitated vortex detection even when the cross
winds were strong enough to blow the vortex into the adjacent beams or, as it sank into the
lower beams, when the wind conditions were calm. Figure S shows the scan

pattern employed by the radar for the transverse pass when the radar was looking due north to
space point 1. For this scan, the radar electronically scanned a Ix7 array. The aircraft flew
through the third beam from the top. This allowed for some uncertainty in the aircraft’s altitude
as it flew through th= beam, and also allowed the vortex to be detected as it sank into the lower
beams.

Data collection modes for clear air mapping were very similar to the vortex scan modes
discussed above except the tests were conducted without an aircraft fly-by. Data was collected
for up to three minutes in this mode at space points 1 and 2.

DATA ANALYSIS AND RESULTS

Table 2 compares the vortex characteristics of the A-7 aircraft used for this experiment against
other well known aircraft types. As Table 2 indicates, the circulation strength of the vortex
produced by the A-7 is significantly less than all the other aircraft presented. This is primarily
a function of the lighter weight of the A-7 aircraft. With this in mind, this section presents the
spectral characteristics of what is believed to be a vortex detected when the A-7 aircraft flew
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through space point 2 (axial to the beam). While several passes were conducted on this day with
the A-7 aircraft, the pass presented herein represents the only data set collected to date that has
been usable. This is because of experimental problems that occurred on the other passes on this
day. Subsequently, constraints on range or aircraft availability have prevented us from
reproducing these results. In addition, spectral characteristics from a very windy and a calm
clear air day are presented.

Wake Vortex Spectral Processing

The experiment was set up such that 36 range gates were spread out over a 2 kyd range interval.
Essentially, there were 18 range gates on either side of the designated space point. The radar
was operating with a 1 microsecond pulse and a 1280 Hz pulse repetition frequency. For each
range gate, 128 I & Q samples were recorded for each of the nine or seven beams at a given
space point. Thus, the dwell time for each beam was 0.1 seconds, and each beam was revisited
every 0.9 seconds over the course of a given data collection period. A 256 point FFT was then
performed for each of the 36 range gates for all nine beams over the entire data collection
interval. The time series data was weighted by minimum three-term Blackman-Harris weights
to push the sidelobes below -70 dB. The periodogram at each range gate was then used to
estimate the first three central moments such that

N
p=Y S @

il

where § is the estimate of backscattered power and N is the number of spectral lines. The

backscattered power in dBsm was then converted to an equivalent structure constant C: )

N

Z v, S(v)
o= 3)

N
Y, S
i1

where ¢ is the mean velocity estimate and N is the number of spectral lines.

where 2 is the spectrum width estimate, ¢ is the mean velocity estimate and N is the

number of spectral lines.
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It should be noted that care was taken to remove the undesired ground clutter spectral
components before each of the first three central moments were computed. This was
accomplished by removing four spectral lines on either side of the zero velocity component.

Figures 6(a) through 6(c) show "waterfall” or Doppler history plots of a vortex produced by the
A-7 aircraft as it was flying axially through the top left radar beam. These plots consist of the
time history of the spectral characteristics for three range gates. For these plots, negative
velocities represent motion toward the radar and positive velocities represent motion away from
the radar. Time increments between each spectrum are 0.9 second. On this day at the time of
this mission, it was exceptionally calm at the surface and winds were reported between 1 - 2
knots at 800 feet, the approximate altitude of the aircraft. There were no birds or insect swarms
reported from the visual observations made during the course of this mission. Figure 6(a) shows
no vortex in range gate 14, but it does show the target saturating the receiver as it goes through
the beam at this range gate. This figure also substantiates the wind conditions reported by the
WSMR meteorological station. Also note that there were approximately 10 seconds of data
collected before the aircraft flew through the beam. No spectra induced by vortices shed by the
A-7 are evident after the aircraft flies through the beam for this range gate. The dark narrow
spectral lines centered around zero velocity are ground clutter. However, for Figure 6(b) which
is a spectral history for adjacent range gate 15, vortex induced spectra appear about 8 seconds
after the aircraft leaves the beam at 18:07:22 GMT. Figure 6(c) which is the spectral history
for range gate 16, shows a larger amplitude in the spectra and again no wind induced spectra
before the aircraft flies through this gate. It appears that the vortex is in this gate for
approximately 10 seconds. The two spectra, one on each side of the zero doppler, may be
evidence of the vortex breaking up as it decays, but it does definitely show two different velocity
components of the vortex. However, we reiterate that relating the very complex vortex physics
to the spectral characteristics is difficult. The spectra produced by the vortices appear in the
succeeding range gates 17 and 18 as well for this upper beam.

Figures 7(a) through 7(e) show Doppler History plots for the beam directly below the upper left
beam considered above. The first range gate where the vortex induced spectral characteristic
occurs is number 13. We believe the vortex produced by the A-7 aircraft is sinking into the
lower beams and into the closer-in range gates. This is consistent with results reported by other
investigators [8] [9]. For Figure 7(a), the first evidence of vortex induced spectra occurs at
18:07:43 GMT approximately 21 seconds after the time the vortex appears in the upper beam.
It should also be noted that the target returns shown in the plots for this beam are caused by the
aircraft flying in the angular sidelobes of the antenna. For adjacent range gate 14 in Figure
7(b), the spectral amplitude is larger. In range gate 15 in Figure 7(c), two sets of spectra occur.
The new spectra occur at approximately 18:07:26 GMT. The exact nature of the spectra
occurring earlier in time at the farther out gates is not well understood. This is probably the
result of the different velocity components of the vorticity distribution manifesting themselves
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at different times over the vortex lifetime as it decays. In range gate 16 in Figure 7(d), the
spectra occurring at the later time begins to decay while the spectra occurring earlier in time but
at farther out range gates begins to grow. At range gate 17 in Figure 7(e), the spectra occurring
later in time are almost fully dissipated while the spectra occurring earlier is larger in amplitude.
By range gate 19, the spectra occurring earlier dissipates as well. Both sets of spectra lasted for
about 10 seconds.

Figures 8(a) and 8(b) are Doppler History plots for the lowest beam. The first gate where
vortex induced spectra occur is in range gate 12. The time associated with this spectra is
approximately 18:07:45 GMT which is about the same time that was observed for the spectra
in the beam above. This could mean that the vortex had a large enough spatial extent to straddle
both beams as it sank. In fact, the vortex might have grown in spatial extent as it sank and
dissipated. This might account for both sets of spectra appearing in both lower beams at about
the same time.

Figure 8(b) shows the spectra getting larger in amplitude and width, which is indicative of
increased backscattered power for that gate. The spectra last for about 12 seconds and are
spread out spatially over range gates 12 to 17. The apparent radar cross sections of the vortices
presented for each of the three beams ranged from -65 dBsm to -80 dBsm. The equivalent

structure constant, €2 ranged from -116.7 to -135.4 dB. The apparent cross sections tended

to increase as the vortex dropped into the lower beams. This might mean that the vortex grows
spatially as it decays and occupies more of the pulse volume as it dissipates with time. This
could possibly lead to more refractive index fluctuations spread out over a greater area within
the pulse volume and thus the larger apparent cross sections in the lower beams,

The mean velocities tended to range from 1.1 m/s to 4.5 m/s. Spectral width tended to stay
relatively constant and ranged from 2.75 to 3.7 m/s. We believe the data presented for this A-7
axial case to be consistent with what has been generally reported about vortex characteristics.
However, specific radar data sets of axial looks at aircraft are nonexistent to the best of our
knowledge. This makes making definitive statements difficult.

Clear Air Spectral Processing

Figures 9(a) through 9(c) show Doppler History plots of data collected on a very windy day on
5 May 1991. The wind direction at the surface was from the west at 270 and the wind speed
was 15 knots with gusts reported to 25 knots by the WSMR meteorological station. At 800 ft.,
the wind speed was reported at 25 knots with gusts to 30 knots. The radar was pointed due east
and scanning a 3 x 3 pattern. The radial wind velocities of each of the three time history plots
correlate very well with the speed and direction reported by the WSMR meteorological station.
The plots show that the winds are moving away from the radar as one would expect with the
prevailing westerly winds and the radar scanning due east. In addition, Figures 10(a) through
10(c) show the histograms of the first three central moments for the data collected that day.
Figure 10(b) shows the average radial velocity to be at -428.04 Hz which corresponds to a wind
speed of 23 knots moving away from the radar. This again correlates quite well with the
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meteorological station’s report. Figure 10(a) shows the average structure constant to be -139 dB
for this very windy day. In addition Figure 11(c) shows the average spectral width was 91.5
Hz which corresponds to 2.5 m/s or 5 knots.

Figures 11(a) through 11(c) show Doppler History plots of the data collected on a relatively calm
morming on 6 May 1991. The wind direction at the surface was from the south at 190 and the
wind speed was 5 knots. At 800 ft., the wind speed was reported at 8-10 kts. The radar was
pointed due north to space point 1 and was scanning a 1 x 7 pattern. The Doppler History plots
show very little activity for the three highest beams except for occasional gusts. Figures 12(a)
through 12(c) show histograms of the first three spectral moments for the data collected on that
day. Figure 12(b) shows the average radial velocity to be at -103.9 Hz which corresponds to
5 knots away from the radar. Figure 12(a) shows the average structure constant to be -143.5
dB, and Figure 12(c) shows the average spectral width to be 95 Hz which corresponds to 5.2
knots.

DART Plot Description

The Doppler History Plot was cumbersome to use when initially examining the data since it only
provided information on one small segment of the scan volume. Several additional data
representations were tried for visualizing over a larger volume. We learned that one of the
dimensions that was necessary to include was time. We finally settled on a representation we
called a DART (Doppler-Amplitude-Range-Time) plot. Figure 13 shows this plot. Using three
axes and color, variations in amplitude and frequency of the spectral peak over range and timz
are easily seen allowing quicker identification of a potential vortex for more detailed analysis
and a visualization of clear air phenomenon. Color indicates the doppler bin that the peak of
the power spectrum occurs in. If the velocity is unambiguous, motion toward the radar is
indicated by blue, motion away from the radar is indicated by red, and near zero velocity is
indicated by green. The vertical axis is the amplitude of the peak of the power spectrum
expressed in dBsm/doppler bin, i.e., the received energy is referenced back to the scatterer.
Time is shown on the horizontal axis and the 36 range bins are shown on the axis coming out
of the page. When an aircraft flies through a beam it shows up on the DART plot as a high
amplitude ridge. The order that the range bins is shown can be reversed so that both sides of
the ridge can be seen. The DART plot is generated by estimating the power spectrum, as in the
Doppler History plot, for each range gate. The doppler bin with the peak amplitude is located
and the doppler bin is color coded. A varying color line is then drawn connecting the peak
amplitudes of the 36 range bins with values less than -100 dBsm being shown at -100 dBsm in
black. The processes are repeated for each time sample. Figure 14 shows a typical DART plot
for clear air returns. Unfortunately, color coding of the velocity could not be demonstrated
because a color printer was not available. However, this plotting scheme is a very powerful tool
for assessing and analyzing our data because of the four dimensions of data displayed
simultaneously.
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RECOMMENDATIONS FOR FUTURE EXPERIMENTS

In the course of this experiment, it has become clear that there are a number of useful areas for
continued investigation. The effort thus far has demonstrated the highly variable and dynamic
characteristics of vortex induced turbulence and optically clear air returns. We recommend the
following areas for future investigation:

i) Carry out a series of experiments that insure the repeatability of
the radar vortex returns presented in this paper and extend the
experiments to include the more representative heavy commercial
aircraft such as an MD-11 or Boeing 747.

2) Carry out experiments that will identify wake vortex signatures of
heavy commercial aircraft and distinguish them from ambient
winds.

3) Establish the reliability of monitoring wind speed and direction
from ambient winds so that the conditions for wake vortices
stalling can be predicted. A long-term investigation for
determining wind speed and direction at low altitudes by
microwave radar should be compared to a meteorological network
of wind sensors to validate the reliability of monitoring winds.

4) The maximum range of detection should be established for heavy
commercial aircraft.

5) A thorough study should be carried out to determine how well
microwave radars detect vortices in rain, fog and other kinds of
precipitation.

SUMMARY AND CONCLUSIONS

The experiments reported herein were an exploratory, limited scale feasibility investigation.
They were performed by piggybacking on other scheduled WSMR missions so that resources
could be obtained inexpensively. As such, we had to use aircraft that were already at WSMR
which limited the aircraft population to A-7 jet fighters. Access to a heavy jet capable of
producing the hoped-for very strong vortex radar echoes could not be provided without a formal
testing program. Nevertheless, the tests did show definite evidence of detection of weak vortex
echoes on an axial view for even the small A-7 aircraft which has an expected vortex backscatter
cross section two orders of magnitude less than a heavy jet such as a MD-11 or Boeing 747.
Also, the ability of microwave pulse doppler phased array radar to efficiently monitor low-level
wind conditions in clear air was demonstrated. We find that these results point toward the
feasibility of a multifunction radar playing an important role in TASS as a wide area indicator
of wake vortex hazards. We believe the evidence and ultimate benefits to be substantial enough
to warrant a serious FAA testing program that would: 1) validate and develop further the role
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of microwave radar as a vortex hazard indicator, and 2) establish appropriate operational
concepts.
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Table 1. MOTR System Parameters

Parameters Value
Radar Frequency C-Band (5.4 to 5.9 GHz)
Antenna:

Directive Gain 459 dB
Beamwidth 1.05°
Scan Volume 60° cone plus cusps
Transmitter Power:
Peak 1.0 MW
Average 5.0 kW
Range 0.5 to 8192 kyd

System PRF (Selectable)
Object PRF (Selectable)

Pulsewidth (Selectable):
Non-Chirp
Chirp (Expanded)
Chirp (Compressed)

Pedestal Servo:
Position Servo
Maximum Rate:

Azimuth
Elevation

Maximum Acceleration

Tracking Filters:
Coordinates
Types
Bandwidth

80, 160, 320, 640, 1280 Hz
20, 40, 80, 160, 320, 640, 1280 Hz

0.25, 0.5, 1.0 us
3.125, 12.5, 50 us
0.25 us

Rate-aided Type 2

800 mils/s
300 mils/s

200 mils/s/s

Cartesian (XYZ)
Alpha-Beta, Alpha-Beta-Gamma
PRF/2 to 0.1 Hz
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Figure 1. MOTR in operation (US Army photograph).
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THE MEASUREMENT OF WAKE VORTICES WITH A
CLEAR-AIR DOPPLER RADAR

Steven T. Connolly and W.R. Dagle
Apphied Technologies, Inc.
Boulder, Colorado

INTRODUCTION

A Doppler radar system is currently under development by Applied Technologies and the ULY
Army to measure wind velocity and turbulence and to detect the atmosphenc boundary layer
height. For this type of radar high resolution s of prume concern since the top of the
atmospheric boundary layer 1s charactenized by small-scale turbulence which can be overlooked
by instruments with coarser resolution. Because of the features designed into the radar to
accomplish these tasks, a radar of this type may be feasible for operational arrpont monitaring
of aircraft wake vortices to determine if wake vortex separation coastrainis may be relaxed. The
all weather ability of this radar may be used to determine the influence of weather on the
persistence and decay of wake turbulence and to assess the hazard presented by weather-reduced
strength vortices.

Several different types of radars have been used for wake vortex observation. Easterbrook and
Joss (1971) used an X-band pulsed Doppler radar in their study of wake vortices. To enhance
the radar return, it was necessary to inject chaff into the wake in order to observe the voruces
with the radar. Hydrometeors were also used for reflectivity enhancement in one case. The use
of chaff and hydrometeors may be useful in studies of wake vortices, but for operational
monitoring of wake vortices the radar must have the sensitivity to detect vortices in clear air.

Frequency Modulated-Continuous Wave (i"M-CW) radar technology was successful at obtaining
returns off clear air simply by reflecting off irregularities in the refractive index. Other
researchers (Campbell et al.. 1980, Chadwick et ai. . 1983) have used FM-CW radars to measure
wake vortices from aircraft landing in clear air. This work demonstrated the feasibility of radars
for monitoring wake vortices, but the system was never developed into an operational
instrument.

Applied Technologies has applied the technologies of pulsed radar wind profiles in order to
duplicate the results of the earlier work done with the FM-CW radars. This radar has been
designed for continuous, unattended meteorological monitoring by including sophisticated signal
processing, built in test equipment, and remote communications. This paper discusses the design
features of this radar and how they could be applied to wake vortex detection and monitoring.
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THEORY

Clear-air radars depend upon the scattering of electromagnetic radiation off minor irregulanties
in the index of refraction. A spatial vanation in this index encountered by a propagating
electromagnetic wave causes a minute amount of the energy to be scattered in all directions.
In the atmospheric boundary layer the index of refraction is a function primarnly of humidity and
temperature fluctuatiors. Turbulence in the atmosphere creates these fluctuations, or eddies,
which occur over a spectrum of sizes ranging from many tens of melers down to centimeters.
The maximum radar return from clear-air radars occurs when the Bragg condition is met. This
condition requires that the scattering medium must have a length scale of one half of the radar
wavelength.

The relationship between radar reflectivity and refractive index fluctuations in the inertal
subrange was shown by Ottersten (1969) to be:

n = 0.38 C,\" ()

where n is the radar reflectivity, N\ is the wavelength and C.? is the radar refractive index
structure parameter. The inertial subrange lies between the inner and outer scale of turbulence,
in the boundary layer the inner scale is on the order of several millimeters. The outer scale
ranges from 5 m up to 2 km. As long as the radar wavelength is twice that of an eddy
wavelength in the inertial subrange, the dependence of the radar return on radar wavelength is
very weak.

Equation (1) can be used to predict the minimum value of C,? that a radar can observe, provided
the system is operating at a wavelength in the inertial subrange. Chadwick et al. (1976)
estimated the performance of their FM-CW radar using an equation developed by Strauch
(1976):

256R’k T0,

n‘.‘ =
™ PAAR (A Av T)* @

R is the range in meters

k is Boltzmann’s constant

T, is the system noise temperature

o, is the standard deviation of the Doppler velocity distribution
P, is the average transmitter power

A, is the effective aperture of the antenna

AR  is the range resolution

Av s the velocity resolution

To is the observation or integration time
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Equation (2) was substituted into (1) and solved for C,? to find the minimum C,? needed for
detection using the following parameters:

Te = 600° K which is the operating temperature of a system whose noise figure is
approximately 5 dB

a, =0.5ms!

A = 0.23 m (1280 MHz)

A, = 7.9 m’

AR = 10% of the range

Av =1ms?!

T, = 120s

The results of this analysis are shown in Figure 1. In this figure, the average transmitter power
is plotted as a function of the refractive index structure parameter, C,?, with range and range
resolution as independent variables. C,? was allowed to take on values from 10" to 10" m??
in the program. These values are consistent with the range of C,? values observed in the
boundary layer.

The analysis shows that a transmitter with an average power of 2.4 W will be needed to observe
the smallest expected values of C,2 at 500 m. If a range resolution of 7.5 m is to be obtained
then the transmitter must have a pulse width of no greater than 50 nsec. When the range is 500
m, and the pulse repetition frequency is 10 kHz, the resulting peak power must be 32.8 kW.
This level of peak power is unacceptably large for a portable system even though it seems to be
the best that a simple pulsed radar can do. To reduce the peak power requirement to a more
desirable level while maintaining a high range resolution, it is necessary to employ some form
of pulse compression in the radar transmitter.

The vortex created by an aircraft wake is on the order of 5-10 m in diameter and therefore in
the inertial subrange in most cases. As the vortex decays, the turbulent eddies dissipate down
the spectrum toward smaller eddies thus creating a scattering volume for clear-air radars. The
reflectivity of this target is further enhanced by the entrainment of heat and moisture produced
by the aircraft engines.

Although the ability to detect a wake vortex in clear air with a radar is of primary importance,
equally important is the ability of the radar system to resolve a vortex embedded in ground
clutter and atmospheric turbulence. The system must have the dynamic range capable of
detecting the vortex turbulence above the background turbulence. Chadwick et al. (1983) found
that the vortices they observed had an average structure parameter 10-12 dB greater than
background.

SYSTEM DESCRIPTION
The Boundary Layer Radar (BLR) is designed as an L-band, 1280 MHz pulsed Doppler radar.

This frequency was chosen due to the available band width and the wavelength, 23 cm. Some
specifications of the system are given in Table 1.
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The following criteria were used as the primary considerations for the boundary layer radar
design:

maximum range resolution

high level noise rejection

ability to detect small-scale atmospheric features
portability

unattended operation

economy

The type of radar technology to use, whether FM-CW or pulsed, was analyzed first. FM-CW
radars have obtained range resolutions as high as 1.5 m (Gossard et al., 1970) which has been
shown to be feasible for wake vortex observation. In an FM-CW radar the timing mark is
defined by the existence of a particular frequency, that is, one knows when a particular
frequency was transmitted and simply measures the elapsed time to that same frequency in the
echo. Of course, if the target has moved, this measurement produces information relative to
target velocity as well. The range resolution obtainable depends on the resolution or accuracy
of the measurement of the difference frequency between the transmitted and received waveforms.
The accuracy, in turn, depends on the bandwidth of the transmitted waveform as given by:

c

2B ®

where AR is the range resolution, c is the speed of light, and B is the bandwidth of the
transmitted waveform.

AR =

From this equation it can be seen that to achieve a AR of 10 m, a bandwidth of 15 MHz must
be swept by the radar transmitter. FM-CW radars are usually duplex systems, meaning that they
transmit and receive simultaneously. In order to reduce crosstalk between the two antennas they
must be isolated by 100 dB or more. This level can be obtained only with careful attention to
site preparation, shielding between antennas and associated circuits and good design with respect
to sidelobe reduction. As the radar power is increased this becomes an increasingly important
consideration, one which does not offer a simple solution.

For a low maintenance, operational system, with a range of at least 5 km, a pulsed radar was
chosen. Pulsed radars have become increasingly common in clear-air radar studies, and it was
decided that the technology had matured to the point where the cost/performance factor exceeded
that of the FM-CW radar for boundary layer observation. A method for increasing the range
resolution was needed, however, if the pulsed radar was to be used for small-scale feature
observation.

Range Resolution

Pulse compression techniques have been used frequently in scanning radars to maintain high
resolution despite their relatively long pulse widths. This technique has yet to be used in
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boundary layer wind profilers because their normal operation doesn’t require resolutions greater
than 50 m. In designing a high resolution boundary layer radar, Applied Technology has
included a digital pulse compression technique which allows for the phase coding of transmitted
pulses. By transmitting two complementing pulses sequentially, the time sidelobes of their
autocorrelation functions interfere destructively and the result is a return signal with all the
power of the full pulse but with a much higher resolution. In this manner the boundary layer
radar can obtain resolutions of up to 7.5 m.

The transmitter is capable of sending out pulses of lengths varying between 50 nsec and 4000
nsec. This allows for versatility in range and resolution selection. In the short pulse mode
ranges as low as 100 m can be obtained, while in the long pulse mode, more power will be
transmitted yielding a higher range but lower resolution.

Noise Reduction

To effectively measure a return signal in the atmospheric boundary layer, considerable care must
be taken to reduce both the ambient and system noise. Significant noise sources are ground
clutter, flying aircraft, and background turbulence.

Radar returns from fixed objects, such as the terrain surrounding the radar, are a significant
problem when the radar is operated at low elevation angles. Several features have been designed
into the radar system to account for and reduce returns from fixed objects. By reducing the
main beam angle and attenuating the sidelobes, the signal retummed from the target will be
enhanced while diminishing the signal retumed from fixed objects. The antenna designed for
the boundary layer radar is a 256 element, phased array antenna. The antenna pattern is shown
in Figure 2. This antenna has a 3 dB beam width of 4.2° and the first sidelobe is attenuated by
18 dB. The perimeter elements are all passive and a clutter fence has been designed to surround
the antenna in order to reduce the sidelobes.

A notch filter at zero Doppler shift will eliminate most reflections from stationary objects. Since
the atmosphere is always in motion, to some degree, the notch filter shouldn’t affect the
measurement of the wind, or moving atmospheric features. A clutter map will also be used to
characterize the particular ground clutter around the site. The transmitter will be turmned off
periodically in order that the receiver can take a background measurement of ambient noise at
the site.

A type of automatic gain control has been included in the system. A six step attenuator is
connected to the receiver and the average transmitted power can be controlled by varying the
transmitted pulse width. By adjusting both the average power and the receiver attenuation
automatically, the returned signal can be positioned for the largest dynamic range.

Small-Scale Feature Detection

The boundary layer radar obtains three independent parameters from the returned radar signal.
These are the three moments of the Doppler spectrum; the zeroth is proportional to the returned
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power, the first is the radial wind component, and the second the spectral width. All three
parameters can be used to detect features in the atmosphere.

As stated above, the turbulence of wake vortices combined with heat and moisture entrained
from the engine exhaust give an enhanced reflectivity. This reflectivity has been seen to be 10-
12 dB greater than the reflectivity from the background as observed by Chadwick et al. (1983).

Chadwick et al. found that the second moment of the Doppler spectrum, spectral width, also
aided in the detection of wake vortices. Spectral broadening is caused by atmospheric turbulence
within the scattering volume. This term is related to the turbulence dissipation rate by:

o, = Ke* @)

where K is a function whose form depends on the geometry of the resolution cell. Spectral
width is a preferred parameter for measuring wake vortices since the vortices create substantial
small-scale turbulence in a volume on the scale of a radar resolution cell. Spectral width is
generally calculated with a spectrum normalized to unit area so that radar received power
calibration is not important. Chadwick et al. used the non-normalized spectrum so that the
parameter is a function of both spectral width and received power. This term is called the
weighted spectral width and is given by:

wsw = | *, v2S(v) dv S
where v is velocity, and S(v) is the spectrum of velocities.

The ability to detect small-scale features in the atmosphere requires more than increasing the
simply detecting a signal at a given time. Certain features, such as the top of the atmospheric
boundary layer, provide repeatable patterns which can be recognized by the radar system to aid
in detection. After a profile of the boundary layer has been completed a number of profiles are
made over a meteorological significant amount of time. These profiles are combined to form
a pattern which is then matched to a set of standard profile patterns stored in memory. The
closest fit to the standard pattern then reveals the location of the boundary layer height.

In a similar manner, the radar return patterns could be matched to a set of standard wake vortex
returns. This would then give an indication of the type of vortex that was observed and the
behavior that it would most likely exhibit.

CONCLUSIONS

The development of the boundary layer radar has addressed many of the technical shortcomings
of earlier clear-air radars in detecting small-scale turbulence. Based on the feasibility of this
system, the boundary layer radar may be suited for continuous monitoring of airports for wake
vortices.

Figure 3 shows one possible configuration for the operation of a wake vortex detection radar.
Because the boundary layer radar has a steerable phased array antenna, the beam can be steered
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in five different directions electronically. Two antennas are used in this configuration, one in
the wind profiling mode and one is directed approximately 17° above the horizon. This allows
one off axis beam to point directly down the glide path at an elevation angle of 2°. Because this
is an off-axis beam the sidelobes nearest the ground will be attenuated by more than the 18 dB
of the vertical beam sidelobes.

A number of features have been included in the radar system to facilitate operation. The radar
has been designed to operate continuously in order to be of use in long term ambient monitoring
pragrams. Signal processing routines are run in real time so that processed data are available
on a continuous basis. A minimum of operator attention will be required so as to reduce the
costs of operation and communication protocol exists to interface with airport computer systems
and control tower personnel.
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Table 1. System Specifications

Operating frequency 1280 MHz
Pulse width (compressed) (50 nsec) 0.5-2.0 psec
Peak power 2.0 kW
Pulse repetition frequency 10 kHz
Antenna type phased array
Effective aperture 5.75 m2
Beamwidth (3 dB) 42°
Gain 31.2 dBi
Minimum height 100 m
Resolution 75m
Maximum range 5000 m
Velocity resolution 0.5 ms-!
] 1 L}
1000 } -
R=5000m, AR =200 m

o 10.0 - -
g
§ 10 L -
» o1} -
g
< 001} R=100m AR=10m i

0.001 |. -
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Figure 1. Average transmitter power needed to observe C,? for a given range.
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Figure 3. Possible configuration of boundary layer radar at airport.
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WAKE VORTEX DETECTION USING A PHASED ARRAY SODAR

Alain Donzier
REMTECH
2 et 4, avenue de I’Europe, BP 159
78143 Velizy Cedex, France

PRELIMINARY REPORT
Following the study of windshear at Roissy International Airport, using a REMTECH PA3
phased array system tilted at low elevation angles, the S.T.N.A. decided to grant a study to
investigate wake vortex intensity using acoustic techniques.

This contract, 90/1873, covers the following parts that were described in our technical
description in OTF 90/066:

- installation and operation of a standard PA3 system at low elevation angles,
- software modifications to allow:

L emission of more frequencies,

L storage of instantaneous measurements for further processing.
- data analysis with special attention to echo intensity.
The PA3 system was installed at Roissy/Charles de Gaulle Airport on April 22, 1991 with a
revised software version allowing the emission of 5 frequencies in a single acoustic pulse. The
sounding range was set from 50 m to 1 km. The averaging time was set to 5 minutes. The
system is operating continuously and data are stored on the hard disk. A few other data sets
have been collected using different operating modes :
- storage of the instantaneous data,

modification of the sounding range. A sounding range of S00 m to 1.5 km has been tried

successfully as shown in Figure 1 (presently a maximum measurement window cannot
exceed 1000 m due to software memory limitations).
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Software modifications description

Wake vortex detection makes it necessary to reduce the averaging time as much as possible. To
increase the number of measurements during an emission/reception cycle, the number of emitted
frequencies is increased. Each emitted frequency can give one measurement (depending on its
validation). The previous software version that was used in the summer ‘90 was using 3
different frequencies and the averaging time had to be set to 10 minutes. In the current version,
the number of frequencies is 5, therefore allowing a reduction of the averaging time down to 5
minutes. Further improvements (not part of this contract) can be:

replacing the DEC computer by a more powerful DELL 386/387 PC compatible
computer (thereby reducing the averaging time by at least a factor of 2),

modifying the transceiver to allow simultaneous measurement on the different antenna
beams,

adding more frequencies to the pulse. However, this has some technical limitations as
described in appendix A.

Data analysis

Figure 2 shows the site installation. Data have been gathered and their analysis has begun.

First results can be summarized as follows:

System range has been improved from what was observed last summer (Figures 3 and
4). Operation up to 1.5 km has shown that higher ranges are possible (Figure I).
Operation from 50 m to 1.5 km has not been selected due to memory limitations on the
DEC computer.

Strong echo regions are observed. These high echo values disappear during night when
air traffic is reduced (Figures 3 and 4).

However, these high echos are observed for landing as well as for take-off (Figure 3
compared to Figure 4), which makes it necessary to try to determine the actual reasons
of the increase in bac’ scattered signal. This will be done in:

® processing the instantaneous measurements as the ones shown in Figure 5

L analyzing the knowledge of wake vortex generation and spatial evolution using
the results of the bibliographical study initiated by the S.T.N.A.
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Other ideas beyond the scope of this study are:

- making lateral measurements intersecting the glide path to estimate the lateral width of
these high echo regions,

- flying planes across the antenna beam using different flight configurations (reduced
engines, etc.).
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APPENDIX A - SIGNAL PROCESSING METHOD

Once the acoustic pulse (composed of several frequencies) has been emitted the Sodar transceiver
is switched to the receiving mode. The received signal is sampled and time gated. On each gate
an FFT is computed. Each FFT is split into several frequency zones (as many as emitied
frequencies) where potential signal peaks are detected and stored in a file that we will call the
"beep” file. Before detecting the peaks the spectrum goes through the following processing:

- noise whitening,
- cancellation of 50/60 Hz spurious harmonics,
- cancellation of other steady spurious peaks.

At the end of the averaging period the beep file is read, and detected peaks are screened using
a consensus technique. A time series of measured dopplers is then constructed and screened.
The cross correlations between the time series for the three beams is computed allowing O~
computation and fluxes estimation. The results are then translated to an orthogonal frame and
output to the disk and screen.

Additional information about the December 1990 Sodar software release:

Generally speaking, multiple frequency coding of the emitied pulse may lead to a Doppler
determination ambiguity problem when considering the different signals corresponding to the
different backscattered frequencies. This comes from the fact that, having a limited antenna
frequency bandwidth (of the order of 500 Hz), the distance between the emitted frequencies and
therefore the received frequencies may be less than the Doppler shift which corresponds to the
considered wind speed component. This cannot happen with the vertical component, but may
be the case for the tilted components when wind speed is high.

This problem is solved by using a "learning” process. After the Sodar is started, the two tilted
components emit only one frequency at a time, which is alternatively low then high. This allows
the Sodar to determine the average Doppler shift without any ambiguity, for each tilted
component at the end of the first averaging period. During the lcarning process the Sodar is a
typical mono-frequency system, similar to competitors’ systems under normal operation. [t
therefore shows a much lower range than after the learning process when it uses the multiple
frequency technique.

Another problem might occur after the learning process is completed in the case where there is
a rapid change on a wind speed component during one averaging period. Therefore, the current
average wind speed is monitored for each tilted beam by sending, one by one, the different
frequencies of the coded pulse after each multiple frequency pulse, for example: a multiple
pulse, first frequency of the pulse, multiple pulse, second frequency of the pulse, etc...

Only the lower layers are sampled in order to save time when operating in this special
monofrequency mode. The corresponding data are processed independently of the data gathered
from the complete multiple frequency pulses. At the end of the averaging period, both types
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of data are compared and, if they do not agree, the Sodar goes through a learning process for
whichever tilted component has need of it. Everytime the Sodar is learning, it is recorded at
the end of the averaging period on the table output for which DOPP! (for beam 1) and (or)
DOPP?2 (for beam 2) are set to -9999 while in normal operation they show the average Doppler
shifts in Hz.
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c:\roissy\files>TYPE ASCII.FI2

BL# MONTH DAY YEAR HOUR MIN SEC VAL.1 VAL.2 VAL.3
845 4 24 91 i8 20 6 0 0 173

FREQ1 FREQ2 FRASS DOPP1 DOPP2 VAL.4 NOIS1 NOIS2 NOIS3
2045 2045 2143 -9999 -9999 -19 619 210 192

ALT CT**2 SPEED DIR |

1450 20000 -9999 -9999 141
1400 20000 -9999 -9999 184
1350 1882 -9999 -9999 216
1300 16077 -9999 -9999 209
1250 20000 -9999 -9999 162
1200 20000 -9999 -9999 201
1150 14669 -9999 -9999 221
1100 2184 -9999 -9999 227
1050 3387 -9999 -9999 225
1000 9346 -9999 -9999 215
950 12225 -9999 -9999 218
900 20000 -9999 -9999 217
850 11700 -9999 -9999 202
800 12478 -9999 -9999 174
750 2340 -9999 -9999 153
70C 44 9 -9999 147
650 16. 39 -9999 170
600 971 -9999 -9999 192
550 2739 -9999 -9999 200
500 -9999 -9999 -9999 -9999

Figure 1. Sodar data output (5 minute average) showing measurements up to 1450 m.
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Figure 2a. Preliminary test of a phased array sodar for wind shear measurement and
wake vortex detection at Charles de Gaulle/Roissy International Airport.

Figure 2b. The phased array antenna location. The antenna beam
and range are shown in red.
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LASER SYSTEMS FOR CHARACTERIZATION AND
MONITORING OF WAKE VORTICES'

Richard M. Heinrichs
James E. Evans
Charles A. Primmerman
M.IL.T. Lincoln Laboratory
P.O. Box 73
Lexington, MA 02173

ABSTRACT

Adequate characterization of wake vortices by high-resolution (e.g., 30 cm downrange
resolution), noninvasive, measurements in conjunction with measurements of local atmospheric
conditions has been a long-standing requirement for operationally oriented studies. We describe
a system to provide these high resolution measurements based on a mode-locked, cavity-dumped,
CO, laser. This system offers the capability of 1’ x 1’ spatial resolution along with 0.5 m/sec
velocity resolution of a vortex. Such a system would also be able to extend the coherent
integration time to measure velocities down to 5 -10 cm/sec, thus enabling a measurement of the
velocity turbulence in the ambient air towards which a vortex is heading. This measurement
capability would provide input regarding the vortex structure and surrounding velocity turbulence
for detailed modelling of vortex dynamics.

Wake vortex monitoring as part of an advisory system can be accomplished with a coarser
resolution than for characterization. For this application, long-term reliability and overall system
cost are key issues. We suggest a system based on a diode-pumped cw solid-state laser at 2.1
um because of its advantages of smaller optical aperture size, greater reliability, and lower cost
over a CO, laser based system. A set of these laser radars would be located beneath the
glideslope so as to measure the average circulation and location of vortices at operationally
relevant spatial scales. A point design based on existing solid-state laser technology is
described.

1This work was sponsored by the Federal Aviation Administration. The views expressed are those of the
authors and do not reflect the official policy or position of the U.S. Government.
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INTRODUCTION

There are two primary needs that wake vortex lidars can fulfill: that of a high-resolution
detection system for vortex characterization and that of a monitor for a wake vortex advisory
system. A wake vortex characterization lidar would provide measurements of wake vortices
with sufficient resolution of the velocity, spatial structure, and temporal bekavior to successfully
characterize their behavior as a function of aircraft type and local atmospheric conditions. The
specifications for a high-resolution vortex characterization lidar must allow for the
characterization of the vortex velocity field with the ability to detect azimuthal variations in
vortex parameters. The system must also be able to actively track vortices and it would be
useful if the system could measure intrinsic velocity turbulence in the vicinity of a vortex. A
range resolution of 30 cm x 30 cm with a velocity resolution of 50 cm/sec should be adequate
for vortex characterization [1]; whereas a § - 10 cm/sec velocity resolution would allow the
measurement of low to moderate velocity turbulence [2,3]. The systerr should also be capable
of operating out to ranges of at least 200 m. A wake vortex lidar for monitoring, however,
would only be required to track the position and average circulation of a vor.ex near the end of
an airport runway in order to assess the threat towards approaching aircraft [4]. The
requirements for a vortex monitor then are different, since the spatial resolution is not as
important. A range resolution of S m downrange would be adequate in this case along with a
50 cm/sec velocity resolution which must also be achieved out to ranges of 200 m. In addition
to satisfying the technical requirements, the vortex monitor must be rugged and reliable as well
as cost effective.

This paper describes two lidar configurations which satisfy each of these requirements. The
high-resolution vortex characterization lidar is first discussed, then the vortex monitor lidar.

HIGH-RESOLUTION VORTEX CHARACTERIZATION LIDAR

There are three general lidar systems that may be used for high-resolution wake vortex detection.
These are a monostatic system based on a cw laser, a bistatic system based on a cw laser, and
a monostatic system based on a pulsed laser. The monostatic cw system achieves its downrange
resolution from varying the focus; the bistatic cw system obtains both the downrange and
crossrange resolution from overlapping fields of view of the transmitter and receiver; and the
monostatic pulsed system uses pulse modulation for achieving downrange resolution. The
crossrange resolution of both monostatic systems comes from angularly scanning a narrow beam.
The velocity resolution of both the cw systems comes from integrating the return for a sufficient
period while the velocity resolution for the pulsed system is directly related to the pulse length.

Consider first the monostatic cw system. Previously constructed wake vortex lidars have been
of this type [5]. This lidar system scans a cw laser beam across a region while varying the
focus. The receiver part of the detector is imaged on the focal region, weighting the return there
with a range gate that is proportional to ARYD?, where D is the aperture diameter, \ is the
wavelength of transmitted radiation, and R is the range [6]. The advantages of this system
include the requirement of a relatively low power cw laser, a simple optical configuration, and
a fundamental advantage of monostatic systems over bistatic in that they are not sensitive to tilt
variations caused by atmospheric turbulence.
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The primary disadvantage is related to the R? range gate dependence which means that for a 30
cm downrange resolution at R=200 m an 80 cm aperture is required at 2.1 um and a 170 cm
diameter aperture is required at 10.6 um. These aperture diameters are prohibitively large with
the result that this system cannot be realistically considered for this application.

The bistatic cw lidar detector is composed of separate receive and transmit modules, which
would be located about 15 m apart, with the range gate determined by the overlap of the
transmitted beam and the receiver field of view. The advantages of this configuration include
the use of a cw laser and the relative simplicity that accompanies a cw detection system. The
disadvantages include the difficulty of maintaining overlap of the transmit beam with the receiver
FOV and some ambiguity in the direction of the measured velocity. Since any coherent
detection system requires a diffraction limited receiver field of view and since the most efficient
use of laser photons occurs when the transmit beam is as small or smaller than the receive FOV
at the intersection region, an angular stability of \/D is required. Initially aligning this system
such that overlap is maintained over the full range of motion of the receiver and transmitter may
also be difficult. Finally, bistatic systems are sensitive to tilt variations caused by atmospheric
turbulence. For these reasons this system was also not considered adequate for a high-resolution
lidar.

The monostatic pulsed lidar system, unlike the cw systems, uses a pulsed laser source to achieve
the required downrange resolution. High spatial and velocity resolution can be simultaneously
achieved by frequency chirping the outgoing pulses in a sawtooth manner. In this case the
velocity resolution is determined by the full pulse width, while the spatial resolution is
determined by the width of an individually chirped section. The same effect can also be
obtained by mode locking the laser, generating a train of coherent short micropulses to make a
larger macropulse. The velocity resolution would then be determined by the macropulse width,
while the spatial resolution would be determined by the separation of the micropulses. The
benefit of these pulse-modulation techniques is that they offer a downrange resolution
independent of the range at which the measurement is made, as well as the ability to dynamically
vary the range and velocity resolution. Being monostatic, this system also has a decreased
sensitivity to atmospheric distortions. The disadvantages include the use of a complicated laser,
a signal processing system with a 1 GHz full bandwidth, and the presence of range and velocity
ambiguities when the signal exceeds a certain dynamic range. Nevertheless, monostatic systems
are fundamentally more flexible than bistatic systems and the ability to dynamically exchange
velocity and range resolution makes this system the most attractive.

In considering the proper iaser for the wake vortex detector the primary requirement is that the
wavelength be greater than 1.4 um for eye safety. With this in mind the two leading candidates
are a 2.1 um solid-state Tm:Ho-YAG laser and a 10.6um CO, gas laser. The solid-state laser
can be diode pumped, which offers the greatest potential for ruggedness and reliability; whereas
CO, lasers are well developed and readily available. The laser power requirements for these
lasers under various atmospheric conditions were calculated from the standard liaar equations,
with the results shown in Table 1. The following assumptions were made in the calculations:
the receive/transmit aperture diameter was 20 cm, the maximum range was 200 m, the transmit
and receive efficiencies of the optical system were 75% and 50%, respectively, the downrange
gate was 30 cm, the system bandwidth was 0.5 MHz, the detector quantum efficiency and
mixing efficiency were both 50%, the required power signal to noise was 3, and 50 shots would
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be averaged. These calculations yield a required average power of 14 watts at 10.6um and 11
watts at 2.1 um for one of the most stressing cases of heavy rain. The atmospheric parameters
come from the LOWTRAN 6 database, and the estimates of the backscatter are most likely low
compared with actual airport environments, which contain a high aerosol concentration from
airplane exhaust. The power requirements for the CO, laser are generally greater than for the
solid-state laser. But, whereas these power levels are easily available from CO, lasers,
considerable development would be necessary for the solid-state system. Therefore, the CO,
laser appears to be the most cost-effective choice for this system, but whichever laser is used
it will have to be mode locked and cavity dumped.

A block diagram of the high-resolution system configuration is shown in Figure 1. The heart
of the system is a mode-locked, cavity-dumped, 15-20 watt CO, laser whose output is
polarization coupled out of a transmitter with a 20 cm aperture and a focus control for the rough
range gate placement. The returning backscattered radiation passes through a polarizing beam
splitter, is mixed with cw radiation from a local oscillator, and is directed into a Hg-Cd-Te
detector. The local oscillator is a cw CO, laser, frequency-locked with the main laser and offset
by 250 MHz. The detected signal is amplified, digitized, and then fed into an array processor,
which first performs FFT analysis on the data and then signal averaging. The results are
transferred to a workstation, where raltern recognition necessary for vortex localization is
accomplished. The workstation ais« controls the scanning mirror, focus control, and cavity
dumping of the laser, in order t- track and take complete sets of information for each vortex
position. The partially redrced data is stored in high band-width memory, such as a hard disk
drive, and finally backed up on tape or optical disk.

One of the advantages of using a pulsed-chirped or mode-locked pulse format for laser radar is
that the downrange resolution becomes independent of the range. The corresponding
disadvantage is that as the range and velocity resolution is improved, the full extent over which
the signal remains unambiguous becomes smaller [7]. The product of the full spatial dynamic
range, before the signal falls back on itself, and the full Doppler bandwidth is given by Ac/4,
where c is the speed of light. Thus, for example, if one requires a full velocity range of +/-
50 m/sec, one cannot tell which 8 m section of path from the laser in the direction of the target
that the signal is actually coming from, since the observed signal will be the sum of the signals
from each of the 8m sections. Likewise, when the Doppler signal falls outside of its full
bandwidth, it too is folded over in velocity space. One way to resolve these ambiguities is to
dynamically change the pulse format from measurement to measurement and trade off
unambiguous range for Doppler bandwidth. Initial vortex acquisition and fast tracking can be
accomplished using a "low bandwidth" pulse format, with an unambiguous range of 32 m that
is larger than the focus range gate in exchange for a reduced velocity bandwidth of +/- 12.5
m/sec. High-resolution measurements can then combine several low and high-bandwidth pulse
formats in order to extend the unambiguous range. The dwell time at each unambiguous range
region for high resolution measurements would then be ~ 0.5 seconds, which assumes a 50
pulse average with 2 different pulse formats at 200 Hz PRF. Most of this time would be
involved with transferring the raw data from the digitizer to the array processor, and the actual
length of time over which the measurement would be made would be 2 ms.

As a final point in the consideration of the high-resolution wake vortex detector, we consider
the requirements for measuring intrinsic turbulence in the vicinity of vortices. This is turbulence
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that has become effectively steady-state and direction independent and shows a power-law spatial
frequency dependence. The usefulness of this sort of measurement is that by characterizing the
parcel of air toward which a vortex is heading, one can gain insight into the importance of
turbulence in vortex decay processes. This kind of turbulence would be measured by fitting
velocity versus spatial frequency measurements to a -5/3 power law [2]. The present system
would be able to achieve 5-10 cm/sec velocity resolution by going to longer macropulses which
would be adequate for measuring low to moderate turbulence. Simultaneously, one would also
look for wind shear and "non -Kolmogorov" turbulence over spatial scales comparable to the
size of the vortex. This kind of turbulence may be even more important than intrinsic turbulence
in affecting vortex decay rates.

The high-resolution system discussed here will use technology similar to that used in the
Firepond CO, pulsed-Doppler laser radar that Lincoln Laboratory developed for the DoD and
located in Westford, Mass. The Firepond laser radar is actually much more complex and uses
a more powerful 10.6um laser, since it is designed to discriminate low cross-section return
targets at very long ranges. The system outlined in this paper would incorporate much of the
Firepond technology, but engineered to fit in a smaller, simpler package.

WAKE VORTEX MONITOR LIDAR

The second major need that a vortex-detection lidar can fulfill is that of a wake vortex monitor
for an advisory system. For this mode of operation a principal requirement is for a compact,
rugged sensor package, with little or no required maintenance. The required resolution is less
rigorous than for the characterization system, with a downrange resolution better than 5 m at a
range of 200 m, a velocity resolution of S0 cm/sec, and a measurement update rate better than
once every 3-5 seconds [8].

We believe that a system based on a miniaturized, diode pumped, 2.1 um Tm-Ho:YAG laser
would fully meet these requirements. With the less rigorous downrange resolution requirement
as the monostatic cw concept described earlier, with its inherent electronic and optical simplicity,
is the system of choice for this application. The sensor would have a 10-20 cm receive/transmit
aperture and a room temperature detector, as compared with the liquid nitrogen cooled detectors
used at 10.6um. This system could be packaged in a rugged, weather-tight, container (see
Figure 2). It would provide simultaneous measurements of the location and angular momentum
of wake vortices. A 100 - 300 m maximum range would be possible, depending on the aperture
size, and the lidar would be able to operate in IFR conditions.

The laser for the vortex monitor would be based on a concept developed at Lincoln Laboratory
for "microchip lasers” [9], as shown in Figure 3. A microchip laser is a diode-pumped laser
whose total cavity length is short enough to allow lasing on only one longitudinal mode. The
laser thus automatically produces a single-frequency, well-polarized beam, with diffraction-
limited beam quality. These lasers are small, measuring 1 mm x 1 mm x 0.7 mm, typically.
The total laser package, including diode pump, fits into a cubic centimeter. A single microchip
laser could produce enough power for the wake vortex lidar monitor (about 300 mW). One of
the major advantages of using microchip laser technology is their potential for cheap mass
production, since no external cavity optics are required.
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A possible monitor configuration is as shown in Figure 4 with one to four sensors situated
beneath the glide slope at the end of a runway. The actual number would be determined frcin
the results of the characterization measurements. Each sensor would monitor a region in the
vicinity of the glide slope about 400’ x 80’ wide and would measure the average circulation and
clearing time for vortices within this region. A hazardous vortex would be one that remained
in the region of interest and had not substantially decayed, i.e., its circulation was still above
a level deemed dangerous to the approaching aircraft.

CONCLUSIONS

There are two basic needs that a wake vortex lidar system can fulfill: that of a characterization
system for obtaining more information as to the behavior of wake vortices, and that of a monitor
system that tracks vortices and measures their strength in the region of approaching aircraft as
part of an overall wake vortex advisory service. A system meeting the requirements for a high-
resolution wake vortex characterization lidar would be based on a mode-locked CO, laser. This
sensor could achieve 30 cm x 30 cm spatial resolution at a range of 200 m and would have the
capability of measuring ambient velocity turbulence. For vortex monitoring, a lower-spatial-
resolution sensor based on a diode-pumped microchip laser is the recommended system both for
ruggedness and cost-effectiveness.
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WAKE VORTEX LASER RADAR

A. V. Jelalian
W. H. Keene
T. McDonagh
K. N. Seeber
C. M. Sonnenschein
Raytheon
Sudbury, MA

Coherent laser radar systems have been utilized to remotely detect the motion of the atmosphere,
by obtaining Doppler backscattering of the laser energy from aerosols naturally suspended in air.
These activities were pioneered by Raytheon under contract to the NASA Marshall Space Flight
Facility, when the first remote measurements of a CQO, laser radar system were utilized to
determine the atmospheric wind velocity, with a focused CU, laser system’ in 1967.

These coherent detection systems use the temporal and spatial coherence of a laser radar
(LIDAR) to obtain Doppler backscattering from aerosols and particulate matter. These systems
operate both in the near field and far field of the system.

Near-Field Operation

In the near field, optical resolution is obtained by operating a coaxial telescope in a focused
mode or by using bistatic apertures to illuminate and receive energy from a distinct volume of
atmosphere.

Focused systems use the spatial coherence of the transceiver to obtain a resolved volume, which
is determined by depth of field of the telescope, while bistatic systems rely on the common
intersecting volumes of the transmitting and receiving beams. Sonnenschein and Horrigan?
showed that the signal-to-noise ratio (SNR) of a focused system could be expressed as:

P_8(m)\
SIN = 7 ﬁ(’gh;’“””m F[R,\,D] 0
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where the term in the square brackets is the contribution to the SNR of the region between R,
and R, when the system is focused at a range R equal to the focal length of the telescope. When
R, and R, are chosen to correspond to the boundaries of the region within which 50 percent of
the total heterodyned backscatter occurs, then:

S _*" Pr B (@A ngys Marm (3)
N 2Bhf

It should be noted that this expression is independent of the optics diameter and includes the
diffuse target loss, as the incoherent integration of random diffuse scatterers was included in the
derivation of Equation (1).

The spatial resolution of a system having half of the power obtained from the focused volume
may be shown to be:

2
R “

R, - R, = 4R = = —

N |oo

It may be observed that this spatial resolution is range-square dependent and as range increases
the spatial extent quickly grows.

Assuming a 6-in.-diameter beam (D = 0.15 m), a 100-m spatial resolution (50 percent of return)
could be obtained at a range of 910 m and 290 m for system operating wavelengths of 1.06 um
and 10.6 um, respectively.

Far-Field Operation

Range resolution may also be obtained by utilizing the temporal coherence of the system to
provide range resolution by the use of a pulse transmitter where the range resolution is:

AR = ¢7/2 3)
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Because of the Doppler effect, care must be taken in tie choice of the pulse length (7) as it also
determines the velocity resolution of the system.

If the atmosphere is moving uniformly, the Doppler returns from the aerosols being transported
by the wind field will provide a mean Doppler signal of:

f, = 2V coss (©)
A
the spectral width of which is given by:
Af, = ?TV sind A8 9

where Af@ = transceiver beamwidth.

As the wind field becomes non-homogeneous, turbulent, shear, etc., a differential velocity will
occur over a range cell, which will provide a differential Doppler return, and the Doppler
spectrum will now include the effects of the velocity differential:

2V

Af, = ~ sind A9 + 24V

cosd ®)

Matching the Doppler bandwidth Afj, to the inverse of the pulse length Af, = B = 1/7 couples
the range resolution, scattering volume, Doppler resolution and scale of turbulence to be
measured. This may be illustrated by:

Range Resolution AR =321 9)

AL
Velocity AV = _2"_ (6 = 180°)
or (10)
av =
4AR
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Thus as the range resolution increases (a longer atmospheric sample is measured), the velocity
resolution decreases (smaller differential velocity is measured).

Sonnenschein and Horrigan’ made a comprehensive theoretical evaluation of the remote
measurement of atmospheric aerosols and tabularized a variety of equations relating to operation
in both the near and far field for systems that were focused or collimated. The analysis used
an untruncated Gaussian beam whose diameter was defined by the 1/¢ circle of the Gaussian
beam. Table 1 illustrates the basic equations, where

P 11
SIN =7 T‘B(’g:;’““"“" FIR,A,f] th

and F(R,,\,f) is the focal volume function.

If the bandwidth of the system is determined by the differential Doppler velocity (AV) over the
focus volume, then the bandwidth becomes equal to twice the differential velocity divided by the
wavelength. Substituting this into Equation (3) along with the fact that the frequency (f) is equal
to the speed of light (c) divided by the wavelength (\) results in the S/N ratio of a focused
system, where 50 percent of the return occurs from the focused volume as:

_ PR N s Many (12)

S
N 34V he

The cubic wavelength dependence of the S/N ratio results in long wavelength systems being
preferred from a sensitivity point of view for low altitude systems.

In the far field the range resolved volume is determined by the pulse length (7). Equation (13)
illustrates a simplified expression for the far field SNR in terms of the volumetric effective target

cross section [ B(r)f%

** P B(x) o D? gy My (13)

S/N =
32 R’ hF B

In this expression a diffuse (speckle) target loss of 3 dB (0.5) must be included in the system
efficiency (nsys) to be equivalent to those of Sonnenchein and Horrigan.
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Assuming the atmospheric differential motion within a pulse does not result in bandwidth
broadening, then the SNR expression may be shown to be dependent upon pulse length squared

B = 1/7).

Doppler broadening beyond that of a matched filter will result in an increase in the signal
bandwidth and will therefore reduce the atmospheric signal in each filter from that of the
unbroadened condition. The signal-to-noise ratio equation for this case will be linearly related
to the pulse length. Figure 1 from Wright, et al.,’ illustrates the atmospheric backscatter
coefficient for a variety of wavelength regions that might be considered for system operation.

WAKE VORTEX DETECTION EXPERIMENTS

As early as 1969 the Raytheon system was utilized to remotely measure aircraft wake vortex
motion in a field experiment performed in Huntsville, AL,? where the laser radar was focused
upwind of a tower, emitting smoke to allow visualization of the wake vortex generated by an
aircraft flying by. Figure 2 illustrates a time sequence display of the velocity structure of an
aircraft trailing vortex* obtained with a CO, laser and 15-cm optical system focused 100 ft. into
the atmosphere. The first picture shows the intensity of the received ground wind signal on a
vertical scale, and the Doppler shift or velocity distribution of the ground wind signal on the
horizontal scale. The succeeding pictures illustrate the shift in Doppler frequency and
broadening of the spectrum as the wake vortex passes through the laser-sensitive volume. The
last picture portrays the return to the normal wind spectrum. Figure 3 shows a photograpn of
a wake vortex entrained in smoke for visualization.

As a result of the success of these experimental systems, the DOT/FAA/NASA agencies
cooperated in developing several experimental systems in the 1970-1975 time period, which were
field tested at Kennedy International Airport. These systems utilized optical range scanning of
the focus telescope to change the range from which the atmospheric returns were being obtained,
as well as angularly changing the pointing direction of the beam through the use of a reflecting
mirror.

At that time the Raytheon laser utilized a liquid-cooled one-meter-long glass laser, a liquid
nitrogen cooled detector, and utilized a surface acoustic wave Doppler signal processor which
allowed the measurement of the mean wind speed, turbulence, and velocity strength (peak
velocity).

Figure 4 illustrates that a typical wake vortex signal would consist of an atmospheric signal at
a ground wind velocity and a vortex return at a higher velocity. In order to help extract these
signals the surface acoustic wave spectrum analyzer was thresholded to allow the following four
spectrum parameters to be determined - Ipx, Vimax, Ve, and N - which may be visualized in
Figure 4,
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These electronic parameters can then be utilized together with the knowledge of the systems
spatial sensitivity to measure the vortex field. As the system sensitivity is peaked at the focus
volume, I can be utilized to locate the range to the vortex, and N can be utilized to assess the
velocity differential over the focus volume, while Vg becomes a measure of the largest
tangential velocity.

In References 3 and 6, I, was utilized in an algorithm to locate each of the vortices in range,
along with an assessment of the effective circulation (T,) where

T, = 27 dm/db

dm/db represents the change in the rolling moment (dm) over the wingspan (b). The
experimental measurements of effective circulation of these aircraft were compared with that of
a constant circulation vortex model’ by DiMarzio, Sonnenschein and Jeffreys (Ref. 5).

Two systems were operated perpendicular to the runway, one on either side to measure and track
the motion of the aircraft wake vortices as a function of altitude, and position over the runway,
as a function of time after aircraft passage utilizing the Iy algorithm. This may be observed in
Figure 5. With the field test successes and the FAA growth plan indicating a potential market
for several such systems, Raytheon developed an atmospheric laser radar system shown in
Figure 6.

This system utilized two 18-inch air-cooled, metal-sealed laser tubes; computer controlled
scanners; closed-cycle refrigeration system; surface acoustic wave processor and computer
containing algorithms to measure the atmospheric motion. The computer was tied to a modem
to allow remote telephone connection to the system test data. Figure 7 illustrates the wind
velocity output for such a system.

Since that time (mid 1970’s) laser radar systems have been more heavily developed by the
military, which have resulted in more rugged, operational components to yield improved cost
effective utility. Today the Raytheon CO, lasers are made from ceramic and utilize metallized
seals for long shelf life (15-year goals) and operating life (thousands of hours). The laser
construction utilizes similar technology as that associated with microwave power tubes, and is
anticipated to have similar reliability. These lasers are conduction cooled and no longer require
six-foot racks of power supplies and cooling equipment.

Cryogenic refrigeration for the 10-um detectors have also been developed for military
applications and are now found in military vehicles and weapons systems throughout the world.
Thermoelectric cooling of these detectors has also been achieved.

Electronic developments over the past 15 years have resulted in the Surface Acoustic Wave

(SAW) processors designed and built by Raytheon in 1973 (these units are still being utilized
by the DOT for field data collection) now capable of being held in one's hand.
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Computer capability has similarly gone through a revolution such that the Raytheon 706
Computer which was state-of-the-art commercial processor in 1970, can now be replaced with
substantially miniaturized units.

In summary the DOT/FAA/NASA test demonstration of the CO, laser radar systems at Kennedy
International Airport in the 1970°s and the subsequent development of this hardware over time
clearly indicates that:

1. CO, laser radar systems have successfully been utilized to remotely measure
wind, wind shear, and wake vortices.

2. The technology is mature and producible.

3. CO, laser radar systems are safe for use at civilian airports.

WAKE VORTEX SENSOR DATA REPORTING

Since the wake vortex is a wind shear phenomenon, it would make sense to integrate it with
other existing wind shear systems used by air traffic controllers to warn aircraft of hazardous
conditions in the terminal area. The Terminal Doppler Weather Radar (TDWR), scheduled for
deployment in 1993, would be a good candidate to display wake vortex warnings. A precedent
already exists in that the present Low-Level Wind Shear and Alerting System (LLWAS) and an
enhanced version, LLWAS-EN, is already being integrated with TDWR to provide a single
display for the air traffic controller.

The TDWR is a pulse Doppler radar used to detect wind shear in the terminal area and provide
warning to aircraft via a message read by the air traffic controller. The system had to be
designed to impose a minimum, additional workload on the air traffic controller. This was
accomplished by a high degree of automation that uses algorithms to generate unambiguous
messages that require no interpretation. The LLWAS system, information from which will be
superimposed on the TDWR displays, is an array of anemometers around an airport that
compares wind speed and direction in the array with a centerfield sensor.

Figure 8 shows the TDWR ribbon (alphanumeric display) that provides a simple, unambiguous
message with an audio alarm to get the controller’s attention when hazardous wind shear
conditions appear on airport approach or departure paths or other AREas Noted for Attention
(ARENAS) line of the display (which is designed to be read at 10-ft distance, in full sunlight,
up to 60° off axis) reads "Runway 18 Approach, microburst alert, 35-knot loss (in air speed),
1 mile final.” This tells the pilot on approach to Runway 18 that there is a microburst at the
1 mile mark that will cause a 35-knot loss in air speed if he flies through it. The air traffic
control supervisor in the tower, and the Terminal Area Control (TRACON) Facility have a
Geographic Situation Display, Figure 9, which presents a more graphic display of the wind shear
situation. The image presented in Figure 9 shows a typical airport layout with ARENAs. The
scenario depicted shows three microburst alerts, colored red, with their approximate shape and
the predicted nir speed loss indicated in the center (e.g., 85 knots). The colored box-shaped
areas are the six levels of precipitation using the legend to the right of the displayed image. The
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shading behind the 85-knot microburst indicates that the precipitation level associated with that
microburst may be attenuating the radar signal sufficiently enough to affect radar performance
and indicates that other sources should be used to vector aircraft into that area to avoid
hazardous weather.

In the future, these TDWR displays will be replaced when the Advanced Automation System
(AAS) comes on-line, and the TDWR information will be integrated onto a common air traffic
controller display. Further in the future, the warnings will be uplinked (via Mode S) to the
aircraft without air traffic controller intervention. These interfaces are built into the TDWR
systems now.
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Table 1. S/N Variation

System F(RA’X:D
Pulsed-focused )
(xR,AL)Y/(AL? av)
Pulsed-unfocused

(xRIALY/{AL? , [1 + (xRL AL, )1}

cw-infinite path-focused

x/2 + tan ' [(#RD/(\D)]

cw-infinite path-unfocused

%2

cw-finite path-focused

tan”? | — - ——
xR MM f
2
" AL, =Rj 1“-.11
xR: A f

cw-finite path-unfocused

tan"'[(AL,)/(xR2)] - tan™* [(AL,)/(xR})]

R, = D/2 = Gaussian beam radius Volume: Ly, = ~1t D
L =range AL =L,L,
L, and L, near and far range of target f = focal length

Note that the focal length f is equal to R in Equation (1).
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Table 2. Vortex Circulations

Aircraft Theoretical Expenmental
Circulation Effective
r Circulation
Len
B-747 7700 Fr'/sec 000 Fri/sec
B-707 4165 FtY/sec 4100 Ft'/sec
B-727 3309 Fi'/sec 5200 Ft'/sec

10

109

VOLUME BACKSCATTER COEFFICIENT, B(A) m-'gr-!
o
T‘

‘O-" i

ol 10
WAVELENGTH um

Figure 1. Aerosol volume backscattering coefTicient as
a function of wavelength (Wright, et al., 1975).
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Figure 2. Time sequence display - aircraft trailing vortex.
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Figure 3. Trailing vortex.
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Figure 4. Vortex signal spectrum.
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Figure 9. TDWR geographic situation display.
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where:

S/N

Nsys

NaT™

v,f

AR

Af

AV

GLOSSARY

Signal-to-noise ratio

Detector quantum efficiency
Transmitter power

Atmospheric backscatter coefficient
Wavelength

System efficiency

Atmospheric transmission efficiency
Electronic bandwidth

Planck’s constant

Frequency

Optics diameter

Spatially resolved range resolution
Pulse length

Speed of light

Angle between line-of-sight and velocity vector
System beamwidth

Differential velocity over the range cell
Highest amplitude in the spectrum
Velocity associated with this amplitude

Highest velocity above the amplitude threshold
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dm/db

i

Total number of frequency (velocity) cells above thresholds which may be
visualized in Figure 4.

Change in rolling moment (dm) over an aircraft wingspan (b)
Vortex circulation

Radial distance
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2 MICRON COHERENT LASER RADAR FOR ON-BOARD AIRCRAFT
VORTEX WAKE DETECTION: PATTERN RECOGNITION
TECHNIQUES AND TECHNOLOGY ASSESSMENT

J. Alex Thomson
R. Milton Huffaker
Coherent Technologies, Inc.
Boulder, Colorado

Richard D. Richmond
Wright Research and Development Center

INTRODUCTION

A model for estimating the performance of a coherent lidar for detecting and tracking aircraft
vortex wakes is described. The goal of the analysis is to assess and predict detection
performance of the coherent lidar system as a function of its design and in a variety of operating
environments. For this purpose, an existing laser system performance simulator has been
modified to apply to aircraft wake detection. The model has three basic elements: a description
of the velocity and scattering properties of the wake itself, a specification of the laser optics and
scanning procedures, and a simulation and error analysis of the data processing algorithms.

Standard models for atmospheric absorption, scattering and coherence loss together with
representations of ambient turbulence are used to describe the operating environment. The
numerical simulation provides a detailed emulation of the characteristics of the laser signal
returned from the atmosphere. Pulsed, CW, focused and unfucused configurations can be
simulated. Various measures of performance can be implemented ranging from simple Doppler
exceedances along given lines of sight to relatively complex 2D and 3D pattern recognition
concepts. In this paper, we will utilize spatial displays of the detected pattern of line of sight
velocity and Doppler spread as well as spatial displays of the probability that a given vortex
wake is present as a function of its hypothesized position (matched filter detection).

The wake is modeled as two finite, counterrotating, parallel vortices. Models for the core
structure, the wake length and the axial flow are summarized in the second section, Vortex
Wake Structure Model. The calculation of the laser signature is outlined in the third section,
Lidar Signature, and various design criteria and trade-offs are discussed in the fourth section,
Design Trade-offs. Recent developments in solid-state laser technology at 2 microns are
reviewed in the fiith section. The sixth scction, Performance Simulations, provides examples
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of predicted performance for two viewing aspects, one appropriate to a ground-based flyby
geometry and one appropriate to an on-board trailing view configuration.

Tkree basic detection philosophies are considered. The first uses direct detection of the
hazardous high velocity, high shear regions as the target. Although such detection provides the
simplest and most direct approach to hazard detection, it is also the most costly to implement
in terms of laser resources, the target regions being both spatially small and spectrally broad.
A less stressing concept relies on detecting the more widely distrib::ted, lower velocity regions
of the wake and uses observed spatial and spectral patterns to detect the presence of the known
wake structure to infer the locations of the wake vortices. The simulations in the fifth section
use this method. The third concept does not rely on detecting the wake directly at all but simply
monitors the wind field in the general vicinity of the landing corridor. Potentially hazardous
conditions are identified based on coupling reported (or measured) space-time locations of
transiting aircraft to a prediction model for wake transport and decay.

In all cases, the lidar must contend with the fact that only the line-of-sight component of velocity
is detected directly. Particularly for on-board systems the perpendicular component that will
most affect the aircraft is not directly sensed and its presence must be inferred by the data
processing system. For this type of detection, pattern recognition concepts that attempt to infer
the presence of a familiar target pattern from limited data are needed. Maximum likelihood
processing will be used in the examples to provide matched filters that yield the probability that
a wake exists at given locations in the scanned volume.

VORTEX WAKE STRUCTURE MODEL

During the 1970s, a number of studies were carried out under government and commercial
funding to evaluate the hazard to following aircraft of the intense wind shear that occurs in the
wakes of large commercial jet aircraft. Much of our current understanding of the details of
aircraft wake velocity structure results from these studies'”.

An excellent summary of the morphology of the overall wake development is given by Neilsen
and Schwind® (Figure 1). For a clean wing configuration, the vortex sheet shed from the wing
rolls up rapidly into two typically well-defined longitudinal vortex structures. This rollup occurs
sufficiently rapidly (within 5 to 10 wing spans)? that this period contributes little to the overall
wake detectability. After rollup, mutual interaction between the two vortices causes the wake
to drift downwards more or less as a unit until one or more instabilities develop to disrupt the
structure. During this period, the overall wake maintains an essentially uniform time invariant
flow pattern (Figure 2) which may persist for 100 to 1000 wing spans before breaking up into
the more turbulent, late time period. In mildly turbulent atmospheres, the transition between
the two stages typically occurs as a result of a self induction instability between the two vortices
(the Crow linking instability - Figure 3)*. Turbulent diffusion and vortex breakdown may also
play a role in modifying the high velocity vortex core regions during this period. Breakup times
for a number of different aircraft have been correlated with ambient turbulence levels by Crow,
Tombach (Figure 4)*. Crow and Bate® provide a theoretical prediction of the time of vortex

linking in the presence of ambient turbulence that agrees well with observed wake breakup times

(Figure 4),
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The details of the velocity profiles in the vicinity of the vortex cores have been measured in a
number of field studies. Available experimental results have been summarized and compared
with theoretical models in a comprehensive review by Donaldson et al.! The classic model of
the transverse velocity field of a vortex wake given by Spreiter-Sacks® describes the velocity
field outside the core fairly well. Close to the vortex center, however, a model originally
developed by Betz” appears to give a better representation of the high-velocity region (see Figure
2). Wake characteristics for a number of aircraft are tabulated in Table 1.

Less well understood are the motions parallel to aircraft flight direction. Although the mean
axial momentum of a nonaccelerating aircraft must vanish, motion of ingested smoke
inhomogeneities in flow visualization flyby experiments indicate that local axial velocities can
have magnitudes comparable to the peak tangential velocities of the separate vortices. No direct
anemometer or lidar measurements of these velocities are known to the authors. The CTI wake
model includes an induced drag term which produces a forward motion in the vicinity of the
vortex cores. As well, a more widely distributed reverse flow is associated with the engine
thrust. These axial velocities can provide important signatures for on-board detection systems
which must view the wake at small aspect angles.

LIDAR SIGNATURE

VORTEX, the CTI computer simulation model of coherent laser radar vortex measurement
performance, integrates various mathematical models of the atmosphere, winds (background,
Kolmogorov turbulence, and the vortex wake), and of the instrumentation into a detailed,
flexible, unified simulation capable of modeling airborne or ground-base vortex detection and
measurement systems.

Input and output parameters include:

Inputs
-lidar system parameters
-lidar platform geometry
-atmospheric parameters
-aircraft (target) parameters
-data processing parameters

Outputs
-range-dependent power signal-to-noise ratio (SNR)
-true and measured Doppler spectra
-true and measured radial wind velocities

-true and measured spectral widths
-measurement error analysis
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A multidimensional pattern recognition analysis is used to emulate a coherent lidar system which
scans a specified volume of space searching for aircraft wakes (Figure 5). The wake is assumed
to be horizontal, of finite length, and aligned with the track of the aircraft. Except for the fact
that the length of the wake is finite, axial gradients are ignored. The laser radar system scans
a succession of two-dimensional planes and, along each line of sight, records the Doppler
spectrum of the radial component of the air velocity as a function of range and elevation or
azimuth angle for each pulse transmitted. The first three moments of these Doppler spectra are
evaluated and presented as two-dimensional patterns on selected scan planes. These moments
(area, centroid, and variance or width) describe the main characteristics of the return pulse: 1)
the area is proportional to the total scattered energy, 2) the centroid gives the mean velocity, and
3) the width gives the spread of velocities within the pulse.

Detailed detection analysis is carried out in a selected sub volume of the 3D scan space. Three
detection modes are considered (Table 2). In the simplest mode, threshold criteria are used to
sense local exceedances for the local mean line-of-sight velocity, and/or mean spread of velocity.
This mode presumes that the intense velocity gradients near the wake vortex cores provide the
critical detection diagnostic. In the second mode, a search for two- or three-dimensional patterns
of spatial distributions of velocity or velocity spread is conducted. This latter mode is aimed
at detecting the lower magnitude, more widely spread velncity features of the wake, features that
may have levels comparable to those of the surrounding atmosphere. Here the unique spatial
pattern of the trailing wake is used to discriminate wake returns from the natural ambient
velocity structures. Matched filter techniques are used for pattern detection and these require
as input multiple hypothesized values for wake structure, orientation and size. It is felt that
these two modes should bound the detection estimate. The spatial pattern mode, because it
integrates extensive spatial information, is expected to yield substantially higher detectability than
a local threshold mode, as well as permitting more widely spaced angular sampling intervals.

DESIGN TRADE-OFFS

A rough measure of system performance is the accuracy with which the Doppler spectrum in
a specified volume can be estimated with a given amount of transmitted laser energy. In
References 8 to 10, estimation errors for a number of popular processing algorithms have been
specified. For the first two Doppler moments: (mean velocity in the resolved detection region
and velocity spread) these errors all have the same analytic form:

doy = (MNA/4T) Fy(SNR,A,Ty/\)
dow = (MA/AT) Fy(SNR,AT¢/N)

Here SNR is the peak pulse signal to noise and equals the number of photons detected in a signal
correlation time, (=N4%A,), Ay is the spectrum width in m/s. T is the net observation time,
and T; the data sampling interval. The spectrum width Ay depends on both the pulse length and
the velocity spread within the pulse, i.e., on the ambient turbulence and shear levels. For a
coherent system viewing a distributed aerosol target, the return signal decorrelates in less than
the time required for the pulse to move its own length. The spectral broadening due to this
pulse length effect limits the accuracy with which the mean velocity can be estimated with a
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single pulse. Because of the extended nature of the target, this broadening cannot be
distinguished from the broadening produced by true sub pulse scale velocity fluctuations.

Pulse Width Trade-offs

In Figure 6, the net spectral width expected for a turbulent atmospheric target is plotted as a
function of pulse length. For a given level of expected turbulence an optimum pulse length can
be sclected to minimize the spectrum width and thus the measurement error. Shorter
wavelengths generally provide a greater Doppler shift for a given aerosol velocity and thus
inherently provide a better ability to have simultaneously good space and good velocity
resolution.

Pulse Energy Trade-offs

In Figure 7, the measurement accuracy that can t= achieved with a fixed amount of laser energy
is shown. Here the estimated measurement error, after averaging N pulses, is plotted against
the SNR per pulse constrained so that the total energy (NxSNR) is constant. Optimum
performance is achieved by selecting a SNR value roughly in the range 0 to 6 db. Whea the
system bandwidth is limited to be not much larger than the signal bandwidth, the difference
between different signal processing algorithms is relatively small and all are relatively close
(within a factor of 2) to the Cramer-Rao lower bound. When the system bandwidth is made
large compared to the signal bandwidth (in order to capture a Wwide variety of velocities), the
performance of the pulse pair and the spectral algorithm both degrade relative to the Cramer-Rao
limit. Although a more complex processing algorithm may be able to recover this loss, the
system design can be expected to be more robust as well as being close to optimum if the system
bandwidth can be reduced to be only a few times the signal bandwidth.

Viewing Aspect Trade-offs

At the small viewing aspect angles that will be experienced by an onboard detection system, the
dominant tangential and downward velocities in the wake can be nearly perpendicular to the
nominal viewing direction and may be difficult to detect by the lidar system. The viewing aspect
angle (6) can be controlled to some extent by increasing the mean depression angle and detecting
the wake where it is closer to the laser platform (requiring an inference as to the probable
position at longer range). Although the absolute value of the detected lateral velocity is
proportional to sinf, the effective path length through the wake increases as (sinf)'. Thus, by
choosing the pulse length to match the expected pathlength through the wake, an angle
independent ratio of detected velocity to spectrum width due to pulse broadening can be achieved
for the lateral vortex velocities. With such a choice of pulse length any axial velocity
component will be rendered relatively more visible as will any atmospheric turbulence
component as the aspect angle decreases. Thus, in calm atmospheres, the wake visibility may
actually improve as the viewing aspect angle is reduced, up to the point where atmospheric
turbulence and the inherent laser coherence limits. Figure 8 shows that for a nominal 40 meter
width wake, viewing aspect independence holds for aspect angles >20° in light turbulence.
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CW vs. Pulsed Operation

A CW system achieves range resolution by focusing and is thus limited to relatively short range
operation. The depths of field at 3 km and at | km range are tabulated in Table 3 for three
wavelengths for a 0.2 meter aperture system.

With this aperture and at ranges of | km or less, focused sysiems, particularly at 1 and 2
microns, can achieve resolution comparable to the wake dimension. Because of the narrow
spectral widths that ca.: be achieved by CW systems, a CW system may be able to operate with
poorer spatial resolutions than can a pulsed system. It should be noted that, for the trailing,
onboard application, where line-of-sight wake widths at 5° viewing aspect of several hundred
meters are typical, a short wavelength 0.2 meter aperture focused CW system can achieve a
spatial resolution comparable to that of a well-designed pulsed system. The main disadvantage
of a CW system relative to a pulsed system, however, is the high mean power required to
achieve adequate SNR. The SNR of a pulsed system is greater than that for the same mean
power CW system by the ratio of time between pulses to pulse duration. For the pulsed systems
modeled in the next section, the value of this ratio ranges brtween 2000 and 20000. For such
systems, pulsed operation can be expected to provide a much more efficient method for using
a given amount of laser energy. The major requirement for pulsed systems is that the spectral
broadening due to the finite pulse length not obscure the Doppler shift due to the wake.

Processing Trade-offs
The major characteristics of the three basic processing modes are listed below:
o Single LOS thresholding

-Velocity thresholding is used to eliminate atmospheric return
-Wide bandwidth is needed to capture high velocities

-Limited by Doppler spectrum fluctuations (shot noise and speckle)
-Limited to the energetic part of the wake

-high SNR, dense angular sampling, high bandwidth required
-shortec  orecast time

-highest requirement for laser resources

-most reliable sensing of actual hazard

o Pattern Detection (x,y,z)

-mean velocity pattern
-Doppler width pattern
-processing by a 2D or 3D Matched filter
-limited by atmospheric turbulence and shear patterns
+ speckle + shot noise
-senses exterior wake regions
-low SNR, moderate angular sampling, low bandwidth required
-intermediate forecast time
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-intermediate requirement for laser resources
-senses location of potential hazard, not hazard itself

0 Wake Transport Prediction

-lateral wind estimate, turbulence estimate

-prediction of vortex locations vs. time

-prediction of vortex strengths vs. time

-low SNR, minimal angular sampling, low bandwidth required

-senses statistical probability of hazard, not actual hazard; is model dependent
-longest forccast time

-lowest requirement for laser resources

Comparison of these different approaches is most easily accomplished by simulation. Examples
of a simulation of 2D pattern detection system will be given in the <ixth section, Performance
Simulations.

RECENT DEVELOPMENTS IN 2.09 MICRON SOLID-STATE LASER TECHNOLOGY

Coherent Technologies has recently demonstrated the first working coherent lidar using
Tm,Ho:YAG lasers operating at the eyesafe wavelength of 2.09 microns. This system,
described in more detail in Henderson et al. (1991), utilizes a diode-pumped master oscillator
and a flashlamp-pumped slave oscillator. The system operates in the injection-seeded
configuration with the master oscillator used to injection seed the slave oscillator driving it into
single longitudinal mode operation. The detector used in this system operates at room
temperature and has a quantum efficiency of about 70%.

The system has demonstrated accurate velocity and range measuring capability during intensive
field tests. Results to date include horizontal atmospheric wind measurements to 30 km, vertical
atmospheric returns to 10 km, near-horizontal cloud returns to 10 km, and hard target
(mountainside) returns from 145 km. All these returns were obtained with a transmitted pulse
energy at 2.09 microns of only 20 mj. The long-range cloud and mountainside returns indicate
very high atmospheric transmission at 2.09 microns.

As described in Henderson et al. (1991), the high SNR velocity accuracy of this system is about
11 cm/sec even though the transmitted pulse length is only 200 ns. Figure 9 shows an
interesting example of atmosphciic wind measured with the 2.09 micron coherent lidar system.
The lidar beam was aimed approximately horizontal, and the beam terminated on a mountainside
located 16.5 km for the lidar. The gust front seen in the figure was felt at the lidar location
10-15 minutes after the data was taken. Note the estimated radial velocity of 0 meters/second
at 16.5 km (the location of the mountainside). Beyond the mountainside, the velocity estimates
experience large fluctuations due to the lack of signal.
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PERFORMANCE SIMULATIONS

Figures 10-12 depict a simulation of the detection of an aircraft wake by a ground-based system.
These particular calculations were carried out to emulate a flyby by a lightly loaded C130
aircraft being used in a test scenario. Two viewing aspects are shown in Figure 10, one a more
or less horizontal view at a range of 2.5 km and simulating a candidate airport viewing condition
and the other a high elevation angle view at comparable range designed to obtain a more direct
look at the downward motion in the wake. In both views, the expected SNR for a 0.7 millijoule
pulse at 2.1 microns wavelength is estimated in clear air to be of order 8-10 db. The true value
of the line-of-sight velocity is shown in Figure 11a. Expected Doppler spectra seen at a range
close to one of the wake vortices are shown in Figure 11b. Because the velocities in this wake
do not exceed the 4-meter second bandwidth induced by the finite 40 meter pulse length, the
distortion of the spectra by the wake is relatively difficult to see in a single spectrum. The
difference is more apparent in the plots of the difference between the ambient spectrum and the
wake spectrum (Figure 11¢). Figures 11d and 11e show the predicted patterns of pulse averaged
mean velocity and spectral width detected using a pulse pair algorithm and after averaging of
90 pulse signals at each range point. Speckle noise, photon shot noise and ambient turbulent
(assumed light) contribute to the noise levels. A detectable signature is clearly present in the
width image and, with less clarity, in the velocity image. Figure 12 shows similar results for
the higher elevation angle view. Here the velocity image is much clearer, presumably due to
the broader spatial extent of the unidirectional line-of-sight motion as compared to the horizontal
view.

A simulated trailing encounter with the wake of an L1011 aircraft in landing configuration in
calm air is shown in Figures 13-15. Here the wake is seen at a 6° aspect angle. The longer
(150 meter) pulse yields a relatively narrow spectrum (about 1 m/sec width). For these viewing
conditions, a 12 db SNR is predicted for a 0.3 millijoule pulse. The spectral signature seen in
Figure 14b is primarily due to the strong forward axial velocity in the vortex cores that obtains
for this low-speed, high-drag configuration. Strong easily detectable signatures are obtained
(Figure 15) in a dwell time of 3 sec with a mean laser power of 0.6 watts. In this dwell
approximately 1 joule of laser energy intercepts the entire wake. Of this, about 0.25 joule
intercepts the high axial velocity region (900 pulses in 6 lines-of-sight or 150 pulses per line-of-
sight).

SUMMARY

Predicted detection performance depends on several parameters in addition to target wake and
viewing platform geometry and mean laser output power including required angular scan area
and sampling density, pulse SNR, pulse width, wavelength and ambient turbulence level. In
general, four basic criteria should be satisfied to achieve an optimum design: pulse length
should roughly match target length, pulse energy should yield a pulse SNR in the range of 0-6
db, the system bandwidth should match as closely as possible the signal bandwidth, and a
processing algorithm should be selected to enhance the spatial and spectral pattern of the wake
relative to the patterns of background noise or turbulence.
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Although the high-velocity core regions represent a relatively small targe:, relatively dense
spatial sampling can in principle be achieved with pulsed systems having high prf and low pulse
energy as long as the search area can be suitably restricted. Although such a design provides
the most direct sensing of the aerodynamic hazard, it imposes the greatest demand for laser
resources and is most limited in search area. At lower prf or for large search areas the
distributed lower velocity wake provides a larger, stronger target and is most appropriately
detected and distinguished from ambient turbulence as a spatial pattern. A performance analysis
of the type discussed in this paper can be used to compare these different design approaches as
well as to predict absolute performance levels as a function of the instrument and operating
scenario design.
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Table 2. Processing Models

o Spectral thresholding

- Set velocity threshold to eliminate atmospheric retum

- Choose wide bandwidth to capture high velocities

- Limited by Doppler spectrum fluctuations (shot noise and speckle)
- Limited to the energetic part of the wake

o Pattern Recognition (x,y)

- mean velocity pattern in (x,y)

- Doppler width pattern in (x,y)

- processing by 2D or 3D matched filter

- limited by atmospheric turbulence and shear patterns + speckle + shot
noise

- senses exterior wake region

o Wake Transport Prediction
- lateral wind estimate, turbulence estimate

- prediction of vortex locations vs time
- prediction of vortex strengths vs time

Table 3. Depth of Field

Aperture Depth of

A Diameter Range Field
(microns) (m) (km) (m)

1 0.2 3 220

2 440

10 2200

1 0.2 1 22

2 44

10 220
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75 Sec

90 Sec

Figure 3. Crow linking instability. The photographs show the wake of a B-47,
photographed with a camera aimed straight upwards. The time elapsed since passage of
the aircraft appears under each picture (from Crow 1970).
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Based on 100 SMBj= 1 pulses

Unambiguous velocity = 5.00 m/sec
1 I 1 1 5 1 | ¥ ]

Mean (m/s) P Width (m/s)

4 -
S
3 -
oy
2 -
(m/s)
1 o~
0 1 1 1 1 0 i i ] I
20 10 O 10 20 30 -20 -10 O 10 20 30
SMBy (db) SMBy, (db)
Unambiguous velocity = 20.00 m/sec
5 1 4 1 5 1 1 I 1
Mean (m/s) Wigth\(m/s)
4 | 4 4F .
doy 3} 4 3rF -
dow
(m/s) ol 1 sL i
1 1 1 7
0 1 1 i 1 0 | I 1
20 10 O 10 20 30 -20 -10 O 10 20 30
SMB,, (db) SMBy, (db)

Figure 7. Net error standard deviations as a function of pulse energy for a given total laser
energy transmitted. The minima of these curves define the pulse energy and prf that make

optimal use of available laser power for a given system bandwidth. The different curves
correspond to different pulse processing algoriths: P = pulse pair, S = spectral moment,
C = Cramer-Rao lower bound. The upper panels are for a ratio of signal bandwidth to

system bandwidth = 0.25 and the lower pair = 0.05.
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Figure 11. Predicted signatures for a C130 aircraft at 100m/sec flight speed, low elevation

view, 90 pulse average.
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Figure 14. Expected signal to noise for an L1011 aircraft at 200 meter altitude. Lidar at
500 meters altitude, 5.7 degrees viewing aspect, 0.3 millijoule/1 microsecond pulse, calm
atmosphere, wavelength = 2.09 microns.
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INFRARED AIRBORNE AND GROUND DETECTION OF WAKE VORTICES

H. Patrick Adamson
Charles F. Morrison
TURBULENCE PREDICTION SYSTEMS
3131 Indian Road
Boulder, CO 80301

ABSTRACT

Considerable study of aircraft wake vortices has resulted in a large database on these events.
However, little useful data exists for the Infrared (IR) community to study. This paper will
assess the feasibility and practicality of Infrared detection of these events. The method will be
described. The modelling and field data will be presented. The conclusion is that a dedicated
program consisting of additional modelling along with a field data collection program is
warranted.

INFRARED METHODOLOGY
Infrared and the detection of wake vortices:

If the wake vortex associated with an aircraft involves air temperature changes, or significant
increases of density, carbon dioxide, or water partial pressure, it is possible to sense the
presence of the wake vortex with a passive infrared system. Because of our work with precision
IR equipment for aircraft safety use, we wished to see if wake vortex phenomena could be
detected with our present equipment.

DATA IN THE LITERATURE
Temperatures associated with Aircraft Vortices:
The temperature measurements made by A. J. Bedard, Jr. (Ref.1) of the NOAA/ERL Wave
Propagation Laboratory in 1982-83 helped our interest in wake vortices. These measurements

included air temperature measurements taken at various heights on a 1000 foot instrumented
tower, with a C130 making 170 knot flybys at 700 to 1000 feet AGL, laterally displaced from
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tower, with a C130 making 170 knot flybys at 700 to 1000 feet AGL, laterally displaced from
the tower. See Figure 1. In order to obtain air motion and temperature measurements at the
tower, it proved necessary to have a horizontal cross-wind from the aircraft path to the tower.
The measurements indicated interesting air temperature patterns that were blown to the tower.
These were of sufficient amplitude that the infrared would be able to sense the wake vortex, and
from considerable distance.

The theoretical work by George Greene of NASA (Ref.2) helped us with a number of concepts
as to what our measurements might mean when we looked at the wake vortex of a large aircraft.
His models provided sizes and shapes for the computer models that we planned. The scanning
of the earlier literature showed many considerations, but little agreement on the phenomena that
we might expect as we measured the infrared signal from these events.

CONCERNS NOT ANSWERED IN THE LITERATURE
Thermal suggestions in theoretical studies:

The thermal nature of the wake vortex was not well defined in spite of considerable literature.
It is not clear if it was warmer or cooler than ambient. Did it contain the exhaust from the
engines, such that there was a net heating, or was it only the pattern of air flow from the wings
which might be quite cool relative to ambient? Was it a mixture, or was it in layers? The
majority of the available measurements did not involve sufficient thermal data to provide
certainty as to what one might see with IR. The more we read, the less certain we were of what
was truly there.

Data not readily available:

Our attempts to learn from the data generated by the most recent government studies (flybys of
Boeing 757 and 767 in Utah) was most unproductive. As a result, we felt that we would need
to make our own IR field measurements. Our major interests were relative to takeoffs and
landings. There was concern that tower flyby information was not descriptive of these airport
operations. There was certainly a need for more information and study.

THE EFFCRT AND FUTURE OF THE WORK
The original intent was to create a simplified wake vortex model. Then the AWAS performance
would be studied using this simplified wake vortex model and our present computer modelling
programs (LOWTRAN/TPS).
We would then go to the fieid and collect data and compare this data with the computer

modelled data. If the results suggested this effort was a reasonable way to detect aircraft
induced wake vortices, then the intent was to present this work to the community.
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If sufficient interest is generated, we would like to continue this effort with an expanded
program.

AIRBORNE:

Our equipment is presently installed on a number of commercial aircraft (3 MD80s and 2 DC9-
30s) as a forward looking detection system for low level windshear events (LLWS) and clear air
turbulence (CAT). See Figure 2. This shows the use of IR for the prediction of both CAT and
LLWS events. It might be possible to provide updated software on the aircraft to also give
advance warning of wake vortices remaining from previous aircraft.

GROUND BASED:

It is desirable to establish the usefulness of such a ground based system at airports. It might be
possible to add such equipment to the existing suite of sensors at airports to provide assurance
that approaches and runways were free of vortices.

MODELLING THE PROBLEM (LOWTRAN/TPS)
Looking up tne glide path during the landing:

This was a reasonable view to establish in the computer model. Thus, this was chosen first.
Figure 3 shows this arrangement. The lower optical system was aimed at 3 degrees, such that
the 2 to 4 degree region was monitored. The upper optical system then was aimed 2 degrees
higher, covering the 4 to 6 degree elevation. Between these two optical systems it was thus
possible to cover the 2 to 6 degree region in these first measurements from about 2000 meters
(~ 1.2 mile) beyond the end of the runway.

Looking down w..e runway:

The second choice was that of looking down the runway, for here there could be dangerous
effects also. However, here there was even less data upon which to base a computer model.
Did the vortex slide down onto the runway? Was it destroyed by contact with the ground? Did
it provide a runway hazard for later landings? This choice will be studied later.

Looking across the runway:

The third choice of looking across the runway was complicated, in part because the look
distances of the present AWASIII are long. The instrument would sense from distances beyond
the runway, and thus n