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PREFACE

The work documented in this volume represents the second phase
of a three-phase advanced technology task undertaken by the Electro-
magnetics Division, Communications Branch, of the Technology
Directorate at the Transportation Systems Center (TSC) in support
of the Department of Transportation's program to investigate satel-
lite-based air traffic control systems. The overali objective of
the program is to determine the impact of the aeronautical channel
characteristics on the type of ranging and data modems best suited
for use on AEROSAT.

The present volume completes the analysis initiated in the
Phase I report on the effects of oceanic multipath on ranging and
data modems for satellite air traffic control systems. The
utilization of channel measurements in modem development is pre-
sented in detail in the Phase I report.

The Phase III report is a preliminary CONUS satellite wide-band
test plan.

Technical association with Louis A. Frasco of TSC is hereby
acknowledged.
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1. INTRODUCTION

This report is Phase II of an effort which supports the

Department of Transportation's program to provide a satellite-
p prog

based air traffic control system.

study documented in Report No. DOT-TSC-516-1. The overall

objective of the program is to determine the impact of the aero-

nautical

modems best suited for use on AEROSAT.
and measurements are used where possible and channel measurement
procedures proposed where needed.
measurements in modem development is presented in detail in the

Phase I report, and an outline is repeated here in Fig. 1.1 for

channel characteristics on the type of ranging and data

convenience. The salient features of this approach are listed
below:
1. Propagation and system function modeling
2. Propagation and system function measurements
3. Software and hardware modem development
4. Synthetic and playback channel simulation
5. Modem evaluation.
The content of the Phase I report can be summarized as
follows:
1. General approach to modem development with the
aid of channel measurements
2. Measurement comparisons and recommendations for
system and signal design
3. Steepest-descent model for multipath and Doppler
spread characteristics
4. Performance of tone ranging modems
5. Performance of PN ranging modems
6. Performance of FSK and DPSK modems
7. Channel probing for analysis and playback

simulation 1-1

It is a sequel to the Phase I

Existing channel models

The utilization of channel
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The Phase II report completes the pre-flight-test portion
of the overall modem development by presenting details of multi-
path measurements and modem concepts. The content of the Phase II
report can be summarized as follows:

1. Development of "vector Kirchoff' model for

multipath and Doppler spread characteristics

2. Calculations of multipath and Doppler spectra

3. Specification of sea-state measurements
4., Design of the multipath antenna
5

. Performance of tone ranging modem using
multipath antenna

6. Tone probing during data transmission
Reliability of error probability measurements

8. Combined coding and modulation techniques.

More specific details of the results of the work done in Phase II

are presented below on a section-by-section basis.

Section 2 determines the interaction between multipath antenna
characteristics and apparent measured oceanic multipath. Among
the topics considered are guidelines for the proper design of
multipath antennas, sea state measurement recommendations, oceanic
flight scenarios, sensitivity of channel parameter measurements
to variations in flight parameters, detailed multipath calcula-
tions, and inferred tone ranging performance for different multi-
path antennas. With the exception of the sensitivity analysis,
all of the calculations are performed using the ''vector Kirchoff"
model of ocean scattering, which is more sophisticated than the
"steepest-descent' model used in Phase I. This provides a more
realistic oceanic multipath model on which modem development and

performance evaluation can be based.

1-3



Section 3 considers the problem of tone probing in a 50 Kc
hard limiting Aerosat channel while data transmission is taking
place. It is shown that the tones may be used to zample the time-
variant transfer function of the channel in the vicinity of the
data signal. The analysis determines the effect of the selec-
tion of frequency locations and relative amplitudes of the tones
and data signal on signal suppression and signal/intermodulation
power ratios. Thg data signals considered are 1200 bits/sec FSK

and/or PSK.

Section 4 addresses the problem of how much measurement time
is needed to achieve a reliable measurement of error probability
in data transmission over the Aerosat channel. It is found that
the variance of the error rate estimate is increased only a small
amount percentage-wise over that computed on the basis of inde-

pendent bit errors.

Section 5 addresses the problem of transmitting digital data
reliably over the Aerosat chamnel. By proper integration of cod-
ing and modulation techniques it is shown that it is quite possible
to achieve a robust signaling technique which is fairly insensitive
to the channel's surface scatter parameters, such as scatter path
energy and Doppler spreads. These results illustrate that the
scatter energy need not limit the effectiveness of transmitting
digital data and, in fact, can improve the performance when oper-

ating in the region of low direct path signal~to-noise ratios.

The flight test measurement program (scheduled to begin in
September, 1974) will provide the data necessary to complete the
modem development as specified in Fig. 1.1. The measured channel
parameters together with the resulting (playback and synthetic)
channel simulators can then be used to evaluate the performance of
the candidate experimental modems presented in this study as well
as existing modems and future designs. In addition, the measure-

ment program will result in a validated oceanic multipath model.

1-4



INTERACTION BETWEEN ANTENNA CHARACTERISTICS AND OCEANIC MULTIPATH

2.1 SUMMARY AND REEOMMENDATIONS

Section 2 determines channel correlation functions and eval-
uates side-tone ranging performance in terms of the geometry of
the satellite~-aircraft link, the scattering properties of the sur-
face, and the characteristics of various aircraft antemmas. Spec-
ifically, the delay power spectral density (psd), frequency cor-
relation function, Doppler psd and delay-Doppler scattering function
are expressed in terms of the scattering cross-section of the
ocean surface and the (power) gain pattern of the aircraft antenna.
The cross-section is computed using a vector Kirchoff theory over
the spherical earth, and the several antenmnas considered were an
omni-directional, a Boeing (ATS-5) multipath antenna, and ideal
antennas of various beamwidths.

Numerical evaluations of the delay psd, the frequency cor-
relation function, side-tone ranging performance, and the Doppler
psd have been made in this study. The calculations were carried
out for an aircraft at a 10 km (32,808 ft.) altitude with specular
point grazing angles of 50, 100, 200, and 30°.

It is shown that over the range of grazing angles from 10°
to 30°, at an altitude of 10 km the Boeing (ATS-5) multipath
antenna attenuates the multipath power by more than 4 dB which in
turn yields an apparent ranging improvement of greater than 27%.
For an ideal antenna with a gain of unity inside and zero outside
the illuminating beam, the multipath loss is computed as a func-
tion of elevation and azimuth angle beamwidths. The results are
summarized in Table 2-1. It should be noted that the multipath
power loss was calculated for the indicated azimuth beamwidths
when the elevation beamwidth was 180° and was calculated for the
indicated elevation beamwidths when the azimuth illumination
included delays up to the indicated cut-off delay contour. Since

2-1



Table 2-1

A SUMMARY OF MULTIPATH LOSS FOR VARIOUS BEAMWIDTHS
AND BEAM CENTER POSITIONS

Grazing Angle

at Which
Multipath Loss| Antenna is Cut-Off| Elevation Angle|Elevation| Azimuth
Relative to to be Used Delay | of Beam Center |Beamwidth|Beamwidth
(Omni) dB Degrees Hsec Degrees Degrees Degrees
0.5 10 10.3 117 48 22
20 11.4 126 60 30
30 12.5 134 69 40
10, 20, & 30 12.5 130 75 40
1.0 10 7.5 113 38 16
20 8.0 126 50 22.5
30 8.8 132 60 30
10, 20, & 30 8.8 127 68 30
1.5 10 6.1 110 34 12
20 6.4 120 44 18.5
30 6.9 129 53 22.5
10, 20, & 30 6.9 125 63 22.5
Aircraft altitude = 10 km

Antenna polarization

2-2
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operational candidate antennas will not have the "ideal" charac-
teristics used in generating Table 2-1, beamwidths presented here

should be used only to indicate approximate antenna design goals.

As an illustration of the design procedure, the approximate
azimuth beamwidth is obtained from Table 2-1, where for example,
it is shown that for a 1 dB multipath loss a 30° azimuth beamwidth
is required.* Then the elevation angle of the beam center may
either be stepped to accommodate the various grazing angles or
may be fixed with a larger beamwidth to allow for proper illum-
ination at each grazing angle. For a 1 dB multipath loss, Table
2-1 indicates that the antenna may have an elevation angle beam-
width of 60°* with stepped beam centers at 113°, 1260, and 132°
or alternatively the antenna may be fixed at a 127° position with
a 68° elevation beamwidth. Various other design possibilities may
be determined from Table 2-1 and Section 2.5.1.3. Operational
antennas which approximate these design goals can then be eval-
uated using the analysis developed in this report.

Based on the results of this section, the following recom-
mendations are made pertaining to multipath antennas for oceanic
flights:

1) Multipath antennas should be designed with beam-
widths and beam center positions which illuminate
the region of significant multipath as defined in
Table 2-1. (See Section 2.5.1.3.)

2) There should be a "forward-looking' antenna with
azimuthal symmetry. Since the two surface points
which contribute to the power density S(§{,V) at a
given delay-Doppler point have the same scattering
cross section o for "in-plane' flight paths, then
by using the forward-looking antenna, 0 can be
recovered from S(£,v). This provides a direct
verification of the scattering model.

3) The "side-looking" (ATS-5) multipath antenna can
be used on cross-plane flights. Accurate know-
ledge of the antenna gain pattern can be used to
correct the distortion in the multipath profiles
caused by the antenna.

*Since it is not practical to have the beamwidth change as the
grazing angle changes, the largest value of beamwidth becomes
the design goal.

2-3



Recommendations for oceanic flight scenarios are as

follows:

1) Flights should be made at low grazing angles
(e.g., 59, 10°, 20°, 30°). Operational ATC
antennas which are directed upward aboard
the aircraft should provide sufficient multi-
path discrimination at higher grazing angles.

2) In-plane flights should be made to provide a
direct measure of scattering cross section as
well as delay and Doppler spectra.

3) Cross-plane flights can be made using the
existing (ATS-5) multipath antenna. As pre-
viously stated, distortion introduced into the
tails of the resulting spectra can be accounted
for by accurate knowledge of the antenna pat-
tern and by the results of in-plane flights.

4) 1If there is sufficient flight time, it would
be useful to verify that there is negligible
scatter outside the active scattering region
by directing the antenna away from the specular
point (e.g., observe back-scattered and side-
scattered return).

5) It has been noted that data will be taken
using an (upward-directed) operational antenna
to assess multipath effects in a given real-
istic ATC situation. This will of course be
useful information, but since the object of the
measurement program is to characterize the
multipath for any future operational ATC situ-
ation, the majority of the available test time
should be devoted to (1) - (3) above.

It is also recommended in Section 2,3 that the following

methods be used to determine the sea state descriptors neces-

sary for the verification of the scattering model:

1) NRL sea photo analysis

2) Spar buoy tended by local ship

3) Local anemometer measurements

4) Hindcast data

5) Local visual observations (photographed).

A first-order sensitivity analysis relating accuracy of recorded
flight parameters (e.g., altitude, heading, speed, etc.) to

accuracy of multipath measurements is provided in Section 2.4.

2-4



2.2 PROPAGATION MODELING

The propagation of signals between satellite and aircraft
via the direct and scatter paths is affected by the satellite-
aircraft geometry, the spatial weighting provided by the anten-
nas, and the scattering properties of the ocean surface. The
link geometry induces delay and Doppler contours upon the ocean
surface, which constitute a receiver coordinate system in which
the signal power is processed. It is important to understand
that in addition to the antenna weighting and scattering proper-
ties of the surface, the relative sizes of delay-Doppler inter-
vals on the surface (manifested by the Jacobian of the coordinate
transformation) also determine the delay-Doppler power densities

in the receiver.

2.2.1 Geometric Considerations

The geometric relations on the satellite-aircraft link have
been previously derived by DeRosa and are summarized here
in Fig. 2.1 and Table 2-1. The value of delay £ at each point

along the surface is given by

o
£ = — (R{1R,) (2.1)
where 4 is the earth's radius, c¢ is the speed of propagation, and
R1 and R2 are the normalized ranges from satellite S to scattering

point P and from P to the aircraft A (see Table 2-2 for evalua-
tion). Assuming level flight, the wvalue of Doppler frequency v

at each point along the surface is given by [2.1]

_f . . . A
v =2 (1+H1)[(cos 6, sin 6 sin ¢ - sin 6, cos e)ve

. A
- sin @ cos o V'(D]/R2 (2.2)
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where £ is the signal frequency, and v% and vg are the 8- and
o-components of the aircraft velocity.

The specular point is at the coordinate (8 7/2) whereas

spec?

the aircraft is at (GA, 7/2). Numerical evaluation of espec is
accomplished as shown in Appendix A. At the specular point the
delay is Espec' A summary of specular point parameters is given

in Table 2-3.

Eee + Af crosses the
¢ = m/2 plane at the two points (91, m/2) and (62, m/2), (see

Appendix B for numerical evaluation of 6, and 62). The values

The delay contour defined by £ = §

of ¢ along the contour corresponding to values of 6 within [61,92]
are computed numerically using an iterative algorithm. Repre-
sentative delay contours on the earth's surface are shown in

Figs. 2.2 and 2.3 for 100, 200, and 30° grazing angles. Note

that in each case the delay contours in the vicinity of the
specular point tend to be more closely spaced. Although a greater
amount of power per unit area may be scattered from this neighbor-
hood, a smaller area exists per unit delay interval. Thus the
power per unit delay interval is shaped not only by the scattering
cross section, but also by the relative spacing between adjacent
delay contours.,

When the aircraft velocity vector is perpendicular to the
plane of S, A and the specular point, (i.e. cross-plane flight),
the Doppler frequency at each (6,p) point along the surface is
given by (2.2) with vg =0, i.e.

Vo= -V (1 + Hl) sin 6 cos <p/R2 (2.3)

where

B A :
Voax = £ Vw/C . (2.4>

Contours of constant normalized Doppler (v/vmax) are shown in

Fig. 2.4 and 2.5 for 10°, 20° and 30° grazing angles. Note that
the power observed in each Doppler interval in the receiver is
influenced by both the scattered power per unit area and the amount
of area between successive contours.

2-8



Le1op yaed jo8aIp =

vaw

Aerop aurod aeynoads = ommmw
= oods
3JeI0aTE 03 91T[[93es oJ3ue TBIJUSO = e
3JEIOITE 031 931TTIO1ES 913ue (BIUID = <®
[T € 8G°LE€88CT 1066/.%°CS GE9° ¢S o€
80° 8¢ 8E"8/€0€1 9GQCT1" LS 0CeE" LS Y4
19°¢CC GZ "600CET T.69€8° 19 T80°¢9 0c
90" /1 €1°9CLEET T81809°99 8€6°99 <1
6C°T1 99°9€CCET Sz 1L 8€6° 1L o1
0€°¢S L7°006GLET O7H€9€°9/L 08C°LL 9
oost oast ssa139( sea1da(q so2a8s(Q
1IPy . oodsy oadsy oadsg Yo 218uy Surzeis

(m] 0T = SPNITITE IFBIOIATR)

SYHLINVIVd INIOd ¥VINDALS 40 AXIVIWWIS

€-¢ °T19®BL

2-9



Azimuth Angle ¢ in 'Degrees

Figure 2.2 Delay Contours on Earth Surface at 10° Grazing Angle
(Aircraft Altitude = 10 km)
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Figure 2.3 Delay Contours on Earth Surface at 20° and 30°
Grazing Angles (Aircraft Altitude = 10 Km)



L :1-]:
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Figure 2.4 Doppler Contours on Earth Surface at 10°
Grazing Angle (Aircraft Altitude = 10 Km)
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Azimuth Angle in Degrees

Figure 2.5 Doppler Contours on Earth Surface at 20° and 30°
Grazing Angles (Aircraft Altitude = 10 Km)



2.2.2 Antenna Considerations

An antenna with uniform coverage over a lower hemisperical
region would weight the scattering cross section by the same amount
at each point along the surface, and thus, at each delay-Doppler
value along the surface. This would in turn produce an undistorted
measurement of the delay and Doppler power spectral densities (psd)
in the receiver. Since these power spectral densities affect system
performance,* the ideal hemispherical-coverage antenna would also
provide realistic performance measures.

In order to provide increased antenna gain it is desirable to
use a more directive antenna without seriously distorting the power
spectral densities. Specifically, if it is desired to observe the
delay psd up to T microseconds without any distortion being intro-
duced by the antenna, then the antenna gain pattern must be uniform
over the region of the ocean surface bounded by the T microsecond
delay contour. The projection of this region upon a unit sphere
at the aircraft gives the angular coordinates over which the illu-

mination from the antenna gain pattern must be uniform (see Fig. 2.6).

It is shown in Appendix D that a point on the ocean surface
at the coordinate (0,0) projects onto the unit sphere at the ele-
vation angle OA and the azimuth angle wA, where

cos OA

cos wA = [sin a(cos 6, sin 6 sin ¢ - sin GA cos 6)

[(1+H2) -~ (sin Ay sin 6 sin ¢ - sin BA cos 9)]/R2 (2.5)

- cos o (sin 6 cos (p)]/R2 sin 64 (2.6)

H2’ R, and GA are defined in Table 2-2. The antenna coordinate
angles eA and ¢A are defined in the same way as the Boeing antenna
angles, i.e., with (eA,oA) = (0,¢A) directly above the

*Ranging error is determined by the delav psd or equivalently the
frequency correlation function (see [2.2]8.
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Figure 2.6 Projection of Delay Contours on Unit Sphere
at Aircraft
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aircraft and (OA,wA) = (n/2, 0) directly ahead of the aircraft.
The angle o defines the bearing of the airplane (in level flight)
relative to a line perpendicular to the specular point plane of

incidence (see Fig. 2.7).

The delay contours shown in Figs. 2.2 and 2.3 are projected
on the unit sphere at the aircraft (with «=0) in Figs. 2.6 - 2.8.
The azimuth and elevation angle beamwidths necessary to receive
power within each of these delay contours can be read directly
from these curves. For example, at a 10° grazing angle, the
azimuth and elevation angle beamwidths necessary to receive power

within 15 psec are 74° and 60°, respectively.

The unit vectors in the directions of polarization of the
satellite and aircraft antennas can be expressed at the local
scattering point, in terms of the spherical coordinate unit vec-
tors ér, 56’ ﬁw. The three separate cases of horizontal, ver-
tical, and circular polarizations are considered. Generally we

can write the unit polarization vectors as

~ _ ~ . VI\

and
B, = pyh, - P,V (2.8)
A AA A'A ‘

where h and V¥ denote unit vectors in the directions of horizon-
tal and vertical polarizations and the subscripts S and A denote
the satellite and aircraft antennas. The constants pg,X deter-
mine the type of polarization according to Table 2-4. The complex
polarization vectors account for circular polarization, and ﬁA is
the complex conjugate of ﬁs due to the fact that one antenna is

used for sending and the other for receiving. Thus the phasing
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PARAMETER VALUES TO DETERMINE POLARIZATION MODE

Table 2-4

Polarization Pg PE Pg BX
Horizontal 1 1 0 0
Vertical 0 0 1 1
Circular (same sense) 1//2 1/4/2 1/J/2 1//2
Circular (opposite sense) 1//2 1//2 -1/J2 1//2
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of the receiving antenna is opposite to that of the transmitting
so that ﬁA will have the same sense of rotation (for reception)
as ﬁs has (for transmission). 1In all cases, it can be easily

verified that on the direct path ﬁs'ﬁA = 1.

In order to make specific the definitions of ﬁ and v, the
plane of incidence is defined as that plane containing the unit
vector in the incident direction ¢ and Qr,and the plane of scat-
tering as that containing the unit vector in the scattered dir-
ection 8 and ar. Then the horizontal vectors are defined as per-

pendicular to the planes of incidence and scattering, such that

h, = axa (2.9)
S r
h.A = Bxar (2.10)

The vertical vectors are defined to lie in the plane of incidence,
such that (&,Gs,ﬁs) and (ﬁ,; ,ﬁA) form orthogonal right-handed

sets, i.e.,

G 2.11

VS hsxa { )
and

v, = hAxB (2.12)

Evaluating the indicated vector products, gives

hg = -aw (2.13)
=k A - R A 2.14
hA 3wae Beaw ( )
A=2/\ - A

Vg = opd, araeae (2.15)
G = B2 +8%a_-pBBa, +BBA (2.16)
A 6 M o r"e°6 "o @ :
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where

(2.17)

(o3
I
R
[V
+
R
[¢}]
+
R
o

™
Il

N - a 2.18
Brar + Beae i 3¢aw { )

A detailed evaluation of the various components is given by DeRosa.

2.2.3 The Scattered Power

The bistatic scattering cross-section of the earth's sur-
face is defined as the normalized ratio of GPS, the differential
average power recelved over the scatter path, to Pd’ the power

received over the direct path, i.e.,

2.2
barir 6P
o = 12 S (2.19)
r2 6A 3
SA" mean

where aAmean is a differential area element on the mean surface.

= 12 sin 86660 (2.20)

Amean 0

Substituting (2.20) into (2.19)and solving for P = PS/Pd gives
the total normalized multipath power

2
r
_ _SA O'SG,Q! 2 . . N\
P == If 55 T sin 6 dede (2.21)
surface rlr2
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The scattering cross-section is shown by DeRosa [2.1] to be
given by
0

o = GSGAO (2.22)

where GS amd GA are the normalized gain patterns of the satellite

; 0 . . ]
and aircraft, and ¢ 1is the scattering cross-section when omni-

directional antennas are used.

q 94
o’ = L |ag1%cr (2, B (2.23)
q.” 4
q r r
r
where
q= qrar + qeae + q(pa(p = a=p €2‘24)

The unit vectors a and B are in the incident and scattered dir-

ections, respectively, and AS is given by

2 2 A ‘A"AA P
Ay = =5 (-(-a)(p, pg) + . [-(n-a) (B Pg)
& €. -1+ (na)
r
+ (@-Bg) (@+B)] + (A-Pg) (@-p,)} (2.25)

where ﬁS and ﬁA are the unit polarization vectors of the satel-
lite and aircraft, respectively, and the unit normal n has the

stationary phase value

i = (a-B)/\|a-B| (2250
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The relative complex dielectric coefficient of the ocean is
given by

€ = g; (1 -3o/we) (2.27)

For sea water € is approximately 80€O and ¢ is approximately
4 mhos/meter [2.3], so that at L-band (f = 1.6 GHz), the relative

complex dielectric constant becomes

¢, = 80(1 - 30.56) (2.28)

G is the antenna gain pattern evaluated at the scattering point,
and P is the two-dimensional probability density function of the

surface slopes, which is assumed to be Gaussian, i.e.,

1 2 2 2
P(Z_,Z,) = exp [-(Z5 + Z25)/2(0/L)“] (2.729)
02767 " on(a/L)? CH
The rms height is o0 and the correlation length along the surface
is L. The rms slope for a Gaussian surface with a Gaussian corre-
lation function is then o/L [2.4].

2.3 SEA STATE MEASUREMENTS
The purpose of this section is to define the specific sea

state descriptors which should be measured and the various methods
available for performing such measurements. It is shown in Sec-
tion 2.3.1 that these descriptors are the power spectral density
(psd) of the small-scale sea surface fluctuations and the rms slope
of the large-scale fluctuations. At L-band the small-scale psd
need be measured only over the range of spatial frequencies less
than 5.3 cycles/meter. The recommendations for usage of the var-
ious measurement techniques are summarized in Table 2-5.

2.3.1 Sea State Descriptors

Ocean waves are classified according to the period (or frequency)
of a vertical oscillation at a single point along the surface. A
chart of these classifications as given in [2.8] is shown in Table
2-6. The period Tof the wave is related to the wavelength Lby [2.8]

L = £ 12 (2.30)
where g is the acceleration due to gravity (980 cm/secz). A summary
of the temporal and spatial relationships used to describe ocean
surface waves is given in Table 2-7. A schematic representation of
the surface wave psd, similar to that presented in [2.8], is given

in Fig. 2.11.
in Fig. 2.11 995



Table 2-5
SUMMARY OF SEA STATE MEASUREMENT RECOMMENDATIONS

Measurement Recommended
Technique For Use
Sea Photo Analysis Yes
Spar Buoy Yes
Laser Profilometer No
Radar Altimeter No
Anemometer Yes
Hindcast Data Yes
Visual Observations Yes
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Table 2-6

OCEAN WAVE CLASSIFICATION

Classification Period Band in Seconds
Capillary 0 to 0.1
Ultragravity 0.1 to 1.0
Gravity 1.0 to 3.0
Infragravity 30 to 300
Long Period 300 to 24 (hours)

Transtidal

24 (hours) to

2-27
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The sea state descriptors which need to be measured are
those which affect the bistatic scattering cross-section o.
DeRosa [Z.17] has shown that for a composite (two-scale) surface

o is given by the sum of two terms, i.e.,

+o0 (2.31)

g =a SS

LS
where 0;g and Ogg are due to the large-scale (LS) and small-
scale (SS) surface undulations, respectively. The two terms
depend on the probability density function (pdf) of the LS sur-
face slopes p(Zy,Z_ ) and the power spectral density (psd) of the
SS surface heights S(kx’ky) as

d 4
o ~ p(= —l) (2.32)
LS 9, 7 9,
Ogg ~ S(kqX ,qu) (2.33)
where
q, = sin GS cos ¢g (2.34)
qy = sin Oi - sin SS sintps (2.35)
q, = -(cos Oi + cos GS) (2.36)
k = 21/X (2.37)
A = wavelength of carrier (2.38)

There is some theoretical evidence [2.9] that to a first
approximation, the SS scatter component is negligibly small
compared to the LS component in the vicinity of the specular
point. However, in the event that the SS scatter component
proves to be of appreciable magnitude in the experimental flight
tests, it will become necessary to use the more sophisticated
composite model. This being the case, it will then be necessary
to have measurements of both scales of roughness.
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Derivations of I1g and Ogg are made using the Kirchoff
approximation and the small perturbation method, respectively.
These require that for the LS surface undulations, the Brekhovskii
condition [2.10] is satisfied

4Tp; g sin ¥ >> A, (2.39)

and for the SS surface undulations, only small perturbations are
considered [6], [7]

Ugg << \/27 (2.40)

Qg <1 (2.41)
where

Pig is the local radius of curvature of the LS surface

v is the local grazing angle of the incident radiation
A is the wavelength of the incident radiation

o is the rms height of the SS surface

SS
Cgg is the rms slope of the SS surface.

In Appendix E, it is shown that the minimum value of the
radius of curvature for a sinusoidal component is given by

2
1 L 1
[ - - = (2.42)
min 425 om%H K o2

where

H is the wave amplitude
0 is the rms wave amplitude
L is the wavelength

k = %g is the wavenumber.
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Then for each spectral component of the LS surface, the Brekovskii
condition(2.39) which is necessary to ensure the validity of the
Kirchoff approximation, can be written as

k << kg (2.43)

where

ko _ [am i;n Y =,J4ﬂ 312 Y (2.44)
Ao/ 2

Using k0/10 as k.. » the maximum value of k which is very much
less than kO, gives the requirement

k <k o= ko/lO (2.45)

ma

Thus LS surface fluctuations are those spectral components
which satisfy [2.11].

Cox and Munk [2.11] have shown that the pdf of the LS slopes
is approximately zero-mean Gaussian. Thus in order to charac-
terize Orgs We need'to determine the rms slope of the large-scale
component.

From (2.33), it is obvious that S(kx,k ) need be known only
over the range of kq and qu. From (2.34) through (2.37), it is
obvious that

0< |kq, | 2278 (2.46)
where the maximum spatial frequency S__ is given by
(kq,)
= x’‘max _ 1
Smax ~ 21 X (2.47)
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An identical relationship holds for kq_. A graph of maxi-

mum spatial frequency (Fig. 2.12) shows that for L-band propagation
(1.6 GHz), we only need measure the small-scale psd of ocean

waves with spatial frequencies S < 5.3 cycles/meter (wavelengths

L > 19 cm/cycle or wavenumbers k < 33.3 radians/meter). From

Fig. 2.11, it is seen that the highest frequency waves that we need
observe are in the ultra gravity region.

2.3.2 Measurement Techniques

Several techniques for measurement of sea state descrip-

tors are discussed in this section:

a) Sea photo analysis
b) Spar buoy methods

c) Laser profilometer
d) Radar altimeter

e) Local anemometer

f) NOO hindcast data
g) Visual observations.

Each of the methods is detailed in the subsequent sections, and
recommendations are made for utilizing the better methods. From
the list above, a, b, e, f, and g are recommended for usage

while ¢ and d are not.

2.3.2.1 Sea Photo Analysis

In the photographic analysis developed by Stillwell [2.14], the
wave height spectrum of surface waves is deduced from oblique
photographs. The output of this analysis is a contour plot of
constant spectral amplitude in the region photographed.

For ultragravity and smaller wavelength gravity waves, 2 low-
altitude, orthogonal flight trajectories would have to be flown.
For longer wavelength, wind-driven gravity waves, a similar
flight would be made in the direction of the wind using a strip
camera. The flights would be a few miles in duration, and

all the necessary photographs could be taken in 6 to 10 minutes.

2-33



Aouanbaxg
ISTIIB) USATYH B 3B UOTID9G SSOI) SUTISIIEBOG 03 S23INGIIFU0)

yo>TyM (yaduosroaeym Teriedg wnuiuip) Adusnbaxg Terjedg wnuixely 1°7 Ind1yg " m
i o1 WOOT WOT w
.nj.,,L.w...a'h l_:_—l!._.an.lﬂ ._l..__. P8 B & 0:n b € 8T =& I,-. Lo e L o ® L4 ST = %1 ..HO-Q =
_ Siee © zaaey uy Asushboay asyaxey .m
et e U L 2 i | o4
i i T b
TI—
228535 5= 4 = “d =
o
EEiE > o
S z 0
H{ae SgareizEcs b m
S oo == .n u
= P T & o
o ]
_ e ‘T1°0 2
i K
&1 [e]
=
T - [ 1 a
e »
: == - ~.
= . =
EE 5
TEEE T
: ' N
SESass ) 4]
=il 3oy - N
s . o
= L]

-l_w. il I _. 1 : _.H L mo
. . 2 F
i _ R. m

ainas e - u
Hi s i r 3 W - W
e ~. A
FISS EEEE < O a
= -l B
o
jiSnaacsimE . aﬂ- =]
=3 “ N ([Q—-w
. =

l._..",lctvl » ® ST T 81 —_OH

2-34



If two sets of data were taken to increase reliability, up to
about 20 minutes of test time would be necessary. If there is
no weather front within about 100 to 200 miles, these measure-
ments should be accurate for about 3 or 4 hours.

Measurements of the smaller wavelength surface waves have
been made using a frame camera, and sufficient documentation
exists[2.14]to judge the method as a reliable means for obtain-
ing the relevant sea state descriptors. The strip camera method
has been used only a few times, and although some success was
achieved, documentation on the tests is not yet available.

The photo analysis fails in hazy conditions and when there
is a predominance of white-capping. Also, since strip camera
photographs are taken only in the direction of the local wind
field, swell components generated outside the region which
propagate in a different direction are not measured. For these
reasons a second sea state measurement technique should be used
in conjunction with the photo analysis.

2.3.2.2 Spar Buoy Methods

A spar buoy is a long cylinder which floats vertically in
the water with its upper end exposed. The cylinder is attached
by cable to a deeply submerged (~300 feet) damping disk (dia-
meter ~4 feet). The buoy is damped sufficiently so that it
remains stationary relative to the surface waves. A step resis-
tance or continuous wire gagel[2.15]attached to the top of the
cylinder at water level can then be used to measure the ocean
surface height. The data can be telemetéered to a nearby (buoy-
tending) ship or recorded aboard the buoy and later retrieved by
the ship.

By using two gages separated by a horizontal distance d,
an approximate wave slope can be determined as the ratio of the
height difference Az to the distance d. In order to deter- -
mine the value of d necessary to get the rms slope of the LS
surface components, we will express the surface height z(x,y,t)
as the sum of LS and SS terms, i.e.,
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z(x,y,t) = zLS(x,y,t) + zss(x,y,t) (2.48)

Considering the variation of z in only one coordinate direc-
tion at a fixed time tg gives

Az = [zLS(x+d) - zLS(x)] + [zss(x+d) - zss(x)] (2.49)

Assuming Az is zero mean, its variance is given by

(bz)2 = 202 [1-p ()] + 2055 (L-pgg(d)] (2.50)

2 2 s i
where ULS’ Ogg are the variances and P1gs Pgg are the normalized

correlation functions of the LS and SS components, respectively.

Now if d is chosen much less than the reciprocal of the
highest (spatial) frequency component of the LS fluctuations,
pyg cannot vary rapidly within d and is closely approximated by
the first two (non-zero) terms of its power series expansion,
i.e., for

d < 1/(SLS)max (2.51)
150 g2 2.52
pLS(d) ~ 1 + ——bxz—— -5 (2.52)

If d is also chosen much larger than the correlation width of the
SS fluctuations, then

Pgg(d) ~ 0 (2.53)

Substituting (2.52) and (2.53) into (2.50) gives

—7 °2PLs(°) 2 .2 2
(82)" = - —5— ojga® + 205 (2.54)
X
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But from Papoulis [2.16,! p. 3171,

2 2
b =
P10 _ s (2.55)
0 2 02
B LS

where a%s is the variance of the LS slopes. Substituting (2.55)
into (2.54) and dividing by d2 gives

2 _ 7Bz Z 205 (2.56)
arg = )7 (1 - ————?;] '
(Az)
Since
az)? = ol  + ol , (2.57)
2 Az.2 2025
apg = G)7 [ - =71 (2.58)
°rs T 9ss

Thus if (Az/d)z is used as the estimate of ais, it becomes a

2 2
1s T 95g’-

In order to determine the rms slope in both the x- and

biased estimate with a relative error of ZUSS/(o

y-directions along the surface, three vertical wave-height gages
can be mounted in two orthogonal x~z and y-z planes.

2,3.2.3 Laser Profilometer

The laser profilometer is essentially an airborne altimeter
which uses an amplitude modulated beam. The range from the
aircraft to a surface reflection point is determined by
comparing the phase of the received modulation with that
of the transmitted modulation. There are several difficulties
associated with laser profilometer measurement methods:
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1) Measurements can not be obtained in hazy
conditions

2) Aircraft speed is different from phase speed
of each wave

3) Aircraft vertical motion induces surface pro-

file errors.

If the profilometer were to be used as a back-up measure-
ment to the sea photo analysis, 1) above indicates that both
techniques would fail under the same (hazy) conditions. Also
since the ocean is a dispersive medium to surface waves, each
spectral component travels at a different velocity relative to
the aircraft making 2) above a severe restriction. Finally,
3) above can falsely indicate the presence of large-scale sur-
face components.* For these reasons it is recommended that the
laser profilometer not be used for measurement of sea state
descriptors.

2.3.2.4 Radar Altimeter

NRL has used a radar altimeter with a few nanosecond
pulse widths to determine the peak-to-trough heights of the ocean
surface. This is done by examining the spread of the returned
pulse.+ By flying at 500 feet they can map the surface heights
in the same manner as a laser profilometer. At higher altitudes
the average peak-to-trough heights over the illuminated area are
determined. NRL has not yet supplied any documentation on the
method or equipment, so it is difficult to assess the value of a
radar altimeter to measure rms sea slope. Yaplee at NRL
was not aware of an existing method for determining rms sea
slope directly from their altimeter measurements.

kThis may not be a severe limitation, since the slow motion of
the aircraft could either be filtered out or accounted for by
accelerometer data.

+It is interesting to note that this amounts to remotely sens-
ing the ocean by examining multipath spread which is in many
ways equivalent to predicting multipath spread by knowing sea
state.
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Since the radar altimeter does not suffer from the weather
limitations of the photographic and laser methods, and since it
can provide a synoptic view of the entire test region, it repre-
sents an excellent probe for sea state. However, there does not
seem to exist a specific method whereby the rms slope of the
surface can be determined. Unless NRL or other experimenters
can demonstrate this ability, it is recommended that a radar
altimeter not be used.

2.3.2.5 Local Anemometer

The measurement of wind velocity in the local scattering
region can be used in empirical relationships to crudely deter-
mine rms sea slope and wavenumber spectrum. Cox and Munk
used sun glitter measurements to determine rms slope for both a
normal and oil-slicked ocean in terms of the wind velocity mea-
sured 41 feet above the surface. The o0il slick effectively
eliminates wavelengths shorter than one foot. The wave height
spectrum for fully developed seas has been given by Pierson and
Moskowitz[2.18]in terms of the wind speed measured 64 feet
above the mean ocean surface. It is reasonable to assume that
there is not much wind shear between the 41 feet and 64 feet,
so that anemometer measurements can be taken anywhere in that
interval to use the empirical results above.

2.3.2.6 Hindcast Data

The Naval Oceanographic Office gives hindcast data on wave
height and period near the test area. They also forecast wind
speed and direction of swell, However, since this data can be
very inaccurate, [2.19]. it is recommended that hindcast data

be obtained only to back up measurements made in the test area.

2.3.2.7 Visual Observations

Visual observations in the form of photographs taken from a
ship in the test area will be useful for estimating approximate
sea state. Although this information is not critical, it is
useful and the cost of obtaining it is incremental compared to
the costs of obtaining more definitive data.
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2.4 SENSITIVITY ANALYSIS OF _RECORDED FLIGHT PARAMETERS

This section examines the relationship between channel para-
meter measurements and measurements of aircraft altitude, heading,
speed, pitch and roll, as well as rms sea slope. A rough estimate
of these effects is derived from the first-order steepest descent
approximation applied to the Kirchoff model [2.5]. The errors
introduced into the channel measurements are manifested by an
apparent change in effective width of either the delay or Doppler
power spectral density (psd) or a change in received multipath
power. The calculations are made for "cross-plane' flights. Sim-

ilar calculations can be made for 'in-plane'" flights.

The relative error €1 in the duration of the delay psd is
shown to be equal to the relative error in the altitude measure-
ment. The heading error is shown to reduce multipath power by
effectively reducing the antenna beamwidth. The relative error €3
in Doppler bandwidth is equal to the relative error in the speed
measurement. Near level flights, €3 is less than the pitch angle
divided by the tangent of the grazing angle. The roll again effects
apparent antenna beamwidth. Lastly, €g 1s equal to the relative

error in the measurement of rms sea slope while € is twice this

value. Some typical flight parameter errors are listed in Table 2-8
with corresponding channel parameter errors.

The accuracy to which the flight parameters are to be recorded
aboard the aircraft is determined by the accuracy to which the
delay and Doppler power spectral densities are to be measured. The
errors in the spectral densities can be measured either by the
total area under each curve or by the effective width of each. The
delay spectrum Q(£) and the Doppler spectrum P(V) are given by
Bello [2.5].as

QE) = —5— exp [-(SB 0% 1l/sin 0y £

4oa“H/e & 4a2H/c

L - sin 6
sin 8 S ) 3

I,[( 2.59
0 ) 4mzﬂ/cl (2.59)
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and

Po) = =2 e (- B (2.60)
Bms"/ﬂ BrmS
where
B = 4(59) hj( in 0 + s 0)% +v2 sin® (2.61)
rms = c [0 Vx sin Vz CcoO Vy o

The indicated parameters have the following definitions:

o rms sea slope
H = height of aircraft above ocean (x~y plane)

speed of propagation

c
) grazing angle of scattered ray

fg = carrier frequency (1.6 GHz)
(v

X,vy,vz) = velocity of aircraft in x,y,z directions.

2.4,1 Aircraft Altitude
From Eq. (2.59) it is seen that the accuracy to which the

delay psd Q(§) is measured is dependent upon the accuracy to which
the aircraft altitude H is measured. Using the change of variable

5 = £/4a’ (H/c) (2.62)
area under Q(£) can be expressed as
o = I £(6) db (2.63)
where
1 )
. . 3 -sin®6
£(6) = exp [_(51n6+21/51n 6)6110[(S1n 6'2 sin 6] e

Note that the shape of the normalized psd f(6) does not depend on
H. When the aircraft is at an altitude HO’ the % duration of £f(0)
is some wvalue A(V The corresponding delay duration T0 is given by
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H

20 .
To = Bpha” = (2.65)

When a relative error of €4 is made in the measurement of HO’

i.e.,

H = Ho(l + eH), (2.66)
the corresponding delay duration becomes

T = Tg(1l + €) (2.67)
where

€p = €y (2.68)

2.4.2 Aircraft Heading

Assuming that the vertical (z-) component of aircraft
velocity is zero, the rms width of the Doppler spectrum is

given by

f

0
Brms = 4(-6—)av sin @ (2.69)

where the speed v of the aircraft is given by
_ .2
v =|v + V (2.?‘0)
Note that to a first approximation, (i.e., steepest descent

approximation) the speed of the aircraft, not the heading, af-
fects Doppler bandwidth.
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The received multipath power, however, may be affected by
a change in antenna illumination. An error in the aircraft
heading can be characterized as an error in the azimuth angle
of the antenna beam center. Thus a 5° error in heading would
roughly correspond to a little less than an effective 5° reduc-
tion in antenna azimuth beamwidth. When the antenna has an
azimuth beamwidth of 300, it is shown in Section 2.5.1.3 that a 5° reduc-
tion in this beamwidth results in a 0.25 dB reduction in re-

ceived multipath power.

2.4.3 Aircraft Speed

From Eq.(2.69) it is evident that a relative error in air-
craft speed of €, corresponds to a relative error in rms Doppler

bandwidth of €5 where

€g = € (2.71)

2.4.4 Aircraft Pitch

When the aircraft is flying at a pitch angle of ep and a

heading of Gh as shown in Fig. 1, the velocity components are

given by
v, = v cos Gp cos Gh (2.72)
vy = v cos ep sin 6, (2.73)
v, = v sin 6p (2.74)
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pitch angle

heading

Figure 2.13  Aircraft Velocity
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Substituting (2.72) - (2.74) into (2.61) gives the rms Doppler band-
width in terms of the pitch and heading

f

_ 10 h] . 2 2 ) . .
Brms =4( p dav Alsin“e cos 9p+cos 6 sin 9p+ 2 sin 6 cos 6 cos ep sin ep cos Gh

(2.75)

When the aircraft is in level flight 6p=0, and the bandwidth
is B0

9
By = 4(=Dav sin 9 (2.76)

When the aircraft is pitched at a small angle Op, such that

sin ep ~ ep, cos OP ~ 1, neglecting terms 09% gives

f
: 0 .2
Brms s 4(—c dav Js1n e(l + Zep cos eh/tan 0) 2.77)
As long as the pitch angle is much less than the tangent of the

grazing angle

B =B

N 0(1 + ¢

) (2.78)

where
€g ~ 8, cos 6, /tan 6 < ep/tan 6 (2.79)
Thus the error in the rms Doppler bandwidth induced by an error

in the pitch angle (measured from level flight) is approximately
upper-bounded by the ratio of the pitch angle to the tangent
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of the grazing angle. At a 10° grazing angle (tan 10° =0.176)
and a pitch angle error of 30(0.0523 radians), €p would be about
.03. At higher grazing angles, the Doppler bandwidth error

becomes less.

2.4.5 Aircraft Roll

When the aircraft rolls, there is a natural tendency for
the velocity vector to change direction unless the pilot com-
pensates with a bearing change. The error due to a heading
change has been discussed in Section 2.2. Assuming that the
aircraft is able to maintain the same course and heading, a
roll of the aircraft will not directly affect the duration of
the delay psd or the bandwidth of the Doppler psd. However a
roll of 3° will reduce the effective elevation angle beamwidth
of the antenna by about 3° when the aircraft is flying across
the plane containing the satellite, specular point and air-

craft.

When the elevation angle beamwidth of the antenna is 68°
(centered at an elevation angle of 127°, measured from above
to below the aircraft), Section 2.5.1.3 shows that there is a
1 dB loss in multipath power. If the aircraft rolls away from the
satellite such that the beam center is at 1240, Fig. 2.21
shows there will be less than 0.3 dB additional multipath loss.
However, if the aircraft rolls toward the satellite to a
beam center of 130°, the multipath loss could be as much as 2
or 3 dB. To compensate for this potential loss the antenna
beamwidth could be increased by 30, or the beam center moved by

3° to 1240, It should be noted that the calculations of power
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loss were made for ideal antennas with a gain of 1 inside and

0 outside the beam. However, since the antenna gain does not
change abruptly from 1 to O at the beam edge, the multipath

power loss will not be as sensitive to aircraft roll as indicated

above.

When the aircraft is flying in this plane, it can be shown

that the change in azimuth beam center A¢ is given by
tan A¢p = sin er tan 6 (2.80)

where 6 and 6. are the grazing angle of the ray and the roll

angle of the aircraft, respectively. For small roll angles,
Ap =~ 6 tan 6 (2.81)

When the grazing angle is 30° (tan 30° = .578) and the roll
angle is 30, the effective change in azimuth angle beamwidth is
1.730. Figure 2.20 shows that this corresponds to less than
0.1 dB of multipath power loss.

2.4.6 RMS Sea Slope

When the rms sea slope is g the duration of the normalized
delay psd is AO. The corresponding duration of the delay psd
is TO’ where

Tg = Ao4oz(2)H/c (2.82)

When a relative error of €y is made in the measurement of og»

i.e.,
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a = ao(l it ca) (2.83)
the corresponding delay duration becomes

T = To(l + ¢ (2.84)

)

where

- 2
€ = 2€a + € " 2€a (2.85)

In a similar manner, it can be shown that a relative error

of € in rms sea slope results in a relative error of € in

rms Doppler bandwidth, where
€g = € (2.86)

Thus an error of 1 percent in rms sea slope would result in an
error of 2 percent in delay duration and 1 percent in Doppler
bandwidth.

2.5 MULTIPATH CALCULATIONS

This section determines the delay power spectral density (psd),
and the frequency correlation function, for the Boeing, omni-
directional and various ideal directional antemnas. Evaluations
are made for an aircraft at a 10 km (32,808 ft.) altitude with
specular point grazing angles of 5, 10°, 20°, and 30°. The Doppler
psd is also computed for 100, 200, and 30° grazing angles. The
delay-Doppler scattering function is expressed in terms of the
scattering cross section of the ocean and the geometric properties
of the link, while numerical evaluations are deferred to a later
study.
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2.5.1 Delay Power Spectral Densities

It was shown in Section 2.2.3 that the total multipath power

normalized to the direct path power is given by

2

A pp 2L8.0) 42 sin g dode (2.87)

l 2

where, as shown in Fig. 2.1, Tgas Tpo and r, are the slant ranges
from satellite to aircraft, satellite to scattering point, and

scattering point to aircraft, respectively; g is the mean earth
radius (6370 km); and o is the bistatic scattering cross-section

given in Section 2.2.3.

In Section 2.2.1 it was shown that contours of constant delay
£ are superimposed on the (8,p) coordinates of the earth's surface.
For each value of @ and £, a corresponding value of ¢ is deter-

mined, which is shown functionally as

© = 0(8,8) (2.88)

Using the change of variable (2.88), Eq. (2.87) can then be writ-

ten as

= [ Q) de (2.89)

where Q(¢) is the delay power spectral density (psd) normalized
to the direct path power, given by

2
r
Q) = 2 ols,wéﬁzﬁ)] 5% r2 sin § d6 (2.90)
152
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The factor d¢/df represents the Jacobian of the coordinate trans-
formation (2.29) and is computed from Section 2.1. In an analogous
manner the delay psd can be written as an integral over the ¢

coordinate, i.e.,

2
r
Q(e) = 42 | Elﬁifgf%*ﬂl 20 2sin0(e,8) dp  (2.91)
2

The factor 26/df represents the Jacobian of the transformation
from (8,0) to (¢,£) coordinates and is also computed from 2.1.

The total psd including the direct path power P4, the specular

component P * and Q(¢) is shown diagrammatically in Fig. 2.14.

spec’
The scattering cross-section can be written as

9(8,0) = Gg6,0°(8,0) (2.92)

where Gg and G, are the satellite and aircraft antenna gain pat-

0 is the cross-

terns (normalized to the direct path gain), and o
section when omni-directional antennas are used. Since the satellite
is so far away from the aircraft and the multipath glistening

region, it is assumed that the satellite antenna gain is the same

in both directiomns, i.e.,
Gg =1 (2.93)

Evaluations of delay power spectra when an omni-directional
antenna is used are presented in Section 2.3.1.1. Comparisons
are made between the omni-directional and the Boeing multipath
antennas in Section 2.3.1.2, multipath power calculations are
also given, and in Section 2.3.1.3, multipath power loss is com-
puted for ideal directional antennas as a function of beamwidths.

*For grazing angles greater than 100, the specular component
occurs less than 1% of the time at L-band (Reference [2.6],
p. 154).
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2.5.1.1 Omni-Directional Antenna

When an omni-directional antenna is used aboard the aircraft,
the delay psd is undistorted by the antenna gain and can be computed
directly from Eq. (2.90) or (2.91) with 0=00. For each value of delay
the integration is performed over the interval [91,62], where 61
and 62 are the values of 6 at which the given delay contour crosses
the specular point plane of incidence, i.e., ¢ = 7/2. The formal-
ism for calculating these values is given in Appendix B. Since
%% goes to infinity at ¢ = n/2 (see Appendix C), the integrand of
Eq. (2.31) is also unbounded at these end points. Therefore in
order to evaluate Q(¢{), we must divide the integration interval
into two end regions of 6-extent €1 and €55 and an interior

region of extent 91-92‘(€1+€2)- Then

92+€2 61-51 91
Q) = | 6Q(g) + | 6Q(g) + | 6Q(€)
%, Bytey 61-¢;
where (2.94)
2 9
% [0,0(0,6)] 20 .2 _.
6Q(E) = Z?A g R ~¢ To sin 6de (2.95)
" L =

The numerical integration over the interior region is then done
according to Eq. (2.90), while the end region values are obtained
according to (2.91), i.e.,

8, +¢ T/24+b,0 4
5202 sqe) = 2 6Q (&) (2.96)
6, o=m/2
61 m/2 .
I 5Q(¢) = 6Q(¢&) (2.97)
91-61 <p=1r/2+A2<p
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where

2

5 r 0
0Q(g) = Zﬁ? d [9(§,§),¢] %g r% sin 6(p,£) do (2.98)

e

and Alﬁu A2¢ are the ¢-intervals corresponding to €15 €9- The
integration over each region is performed using Simpson's rule,
and the values of ¢ for the mid-region integration and 8 for the
end region integrations are computed using the Fortran scientific
subroutine RTMI (see Appendix A).

In order to compare various psd's on the same basis, each
has been normalized to its wvalue at the specular point. It is

shown in Appendix C that this value is given by

2 7
Qt ) - c RSA 20(espec’ “/2)’j2 SR 9spec
spec o 4 RiRi Al(AZ-A3)
(2.99)
where
)
A1 . E; sin GA (2.100)
Py ) '
A, = i; cos espec + i; cos (eA-espec) (2.101)
P2 P2
A, = 1 sin29 + =2 sin2(6 -6 )
3 3 spec 3 A “spec (2.102)
R1 R1



The delay psd Q(§) normalized to its value at the specular
point delay Espec is shown in Fig. 2.15 for horizontal, vertical
and (opposite-sense) circular polarization. The sense of circular
polarization in the receiver is referenced to the direct path.
Since there is a tendency for the sense of the circular polariza-
tion to reverse upon reflection from the ocean, a receiving antenna
which has (opposite-sense) circular polarization captures more
multipath power than one which has (same-sense) circular polari-
zation. The grazing angle is 10° and the rms sea slope is 0.2.
Similar curves can be generated for 20° and 30° grazing angles.

0, and 30° for (opposite-sense) circular

A comparison of 10°, 20
polarization is shown in Fig. 2.16. The total multipath power
normalized to the direct path power is computed numerically as
the area under each of these curves (multiplied by the specular

point value), and the results are presented in Table 2-9.

In Fig. 2.17 the normalized delay psd for (opposite-sense)
circular polarization is compared to the steepest descent calcula-
tion [2.5] at a 10° grazing angle. It is seen that the steepest
descent calculation becomes less accurate at larger delay values
as would be expected. The total multipath power normalized to the
direct path power is -12.5 dB. Note that this constitutes a
7.8 dB reduction in multipath from the case in which the trans-
mitter and receiver have opposite sense polarizations.

2.5.1.2 Boeing (ATS-5) Multipath Antenna
When the Boeing (ATS-5) multipath antenna* is used instead of

an omni-directional antenna, the scattering cross-section becomes
5 (h,0) = G(8,0)0%(8,0) (2.103)

where G is the antenna gain pattern evaluated at the scattering

0

point, and 0~ is the scattering cross-section for the omni.

*
The Boeing (ATS-5) multipath antenna to which we refer is the
one used in the ATS-5 flight tests [2.7].
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Table 2-9
MULTIPATH POWER WITH AN OMNI-DIRECTIONAL ANTENNA

Grazing Multipath Power w/r to Pyirect in dB
Angle Circular Circular
Degrees | Horizontal | Vertical (Opposite-Sense) (Same~-Sense)
5 —_ —_ -7.5
10 -2.7 -8.3 -4.7 -12.5
20 -0.8 -4.2 -2.5 -13.6
30 -0.1 -2.0 -1.6 —

Aircraft Altitude = 10 km
RMS Sea Slope = 0.2
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Since the maximum gain of the antenna occurs 15° down and 7° aft
of the aircraft, the antenna will not necessarily be ''pointing at"
the specular point. The heading of the aircraft is described by
o which is the angle between the velocity vector and a perpendicu-~
lar to the plane of S, A and the specular point (see Fig. 2.5).
Thus when a is 7° (assuming level flight), the antenna is pointing
in the azimuthal plane of the specular point at an elevation angle
of (90o + 15° =) 105°. When o = 00, the antenna is 7° in azimuth
away from the speéular point. The delaypsd for (opposite sense)
(circular) polarization is shown in Fig. 2.18 for a 10° grazing

angle (the psd using an omni is shown for comparison).

Presented in Table 2-10 is the loss in multipath power (nor-
malized to Pd) due to antenna discrimination. This loss in dB is

determined from

L = Pomni

multi = “multi (2.104)

omni
h i
where Pmultl

(see Table 2-9), and Pmulti

antenna (normalized to unity gain) is used. Each of these is

is the multipath power for an omni-directional antenna

is the multipath power when the Boeing

normalized to the power in the direct path which is assumed to be

received by an omni-directional, unity-gain antenna.

It is clear from Fig. 2.18 and Table 2-9, that the effects of
the Boeing multipath antenna on measurement of the delay psd are
as follows:

1) More than 4 dB of multipath power is lost due to

antenna discrimination

2) The tails of the delay psd are attenuated from
that provided by an omni-directional antenna.
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Table 2~10

EFFECT OF BOEING ANTENNA ON MULTIPATH RATIO
AT 10°, 20° AND 30° GRAZING ANGLES

Multipath Power

dB Above

P

direct | \yitipath
Grazing Angle Boeing Power Loss L
Degrees Omni (ATS=5) dB
10 -4.7 ~8.7 4,0
20 =245 -7.1 4.6
30 -1.6 -7.0 5.4

Polarization = circular (opposite sense
from direct path)

RMS sea slope = 0.2
Aircraft altitude = 10 km
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The loss in multipath power in the tails of the delay psd causes
the frequency correlation function to become flatter near the
origin. The frequency correlation function is given by the Fourier
transform of the delay psd. This was computed numerically using
an FFT algorithm, and the results are shown in Fig. 2.19 for both
an omni-directional antenna and the Boeing antenna. It will be
shown in Section 2.6 that this in turn makes the performance of

a ranging system appear to be better than it actually is (using

an omni-directional antenna). Detailed‘calculations of the change

in performance due to the Boeing antenna are presented in 2.6.

2.5.1.3 TIdeal Directional Antenna

In order to specify the approximate characteristics of a
multipath antenna, the delay psd and multipath power loss has
been determined as a function of elevation and azimuth angle beam-
widths. The antenna is assumed to be ideal in the sense that the
gain is unity inside and zero outside the beamwidth. Since the
actual candidate antennas will have smooth variations in the gain
pattern, the beamwidths derived in this section should be used
only as indications of approximate design goals. The antenna pat-
terns for specific operational antennas (which have these approx-
imate beamwidths) can then be incorporated into the analysis of
2.5.1 to yield specific delay spectra and multipath loss calcula-
tions. Likewise performance calculations can also be made accord-

ing to the methods outlined in Section 2.6.

Assuming that the aircraft is in level flight on a bearing
which is perpendicular to the specular point incident plane, the
elevation angle BA is measured from above to below the aircraft,
and the azimuth angle wA is measured from the nose toward the

tail. The first ideal antenna to be considered is one for which
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The elevation angle beamwidth is 180° and the azimuth angle
beamwidth is variable. 1In Fig. 2.20 the multipath power loss

is shown as a function of azimuth angle beamwidth. It is
assumed that the center of the beam is at the specular point
incident plane, i.e., the plane containing the satellite, spec-
ular point, and aircraft. This is the obvious choice of azimuth
position. Since it would be desirable to measure Doppler psd
while flying in this plane as well as across this plane, the
antenna should rotate 90° in azimuth. From Fig. 2.20 it is seen,
for example, that to obtain a multipath power loss of less than
1 dB, an azimuth beamwidth of greater than 16° is needed at a
10° grazing angle, while at a 30° grazing angle a 29° beamwidth

is required.

The next ideal antenna to be considered is one for which
the azimuth angle beamwidth illuminates only the region bounded
by the cut-off delay contour, and the elevation angle beamwidth
is variable. Thus if the cut-off delay is 10 usec, the antenna
is assumed to illuminate that region of the surface within a
10 psec contour (see Fig. 2.6). Since it is not obvious in which
elevation plane the antenna should point, the analysis has been
done with sufficient generality to present a range of possibil-
ities to the antemma designer. 1In Fig. 2.2la the multipath
power loss is plotted as a function of cut-off delay and in
Fig. 2.21b, the range of elevation angles which this cut-off
delay contour subtends is indicated. Values are obtained from2.8 - 2.10.

The variety of design possibilities can best be indicated
by example. Assuming a multipath loss of 1 dB is allowable, then
from curve (2.2la) at a 10° grazing angle points on the scattering
surface with delays of 7.5 psec (and less) must be illuminated
by the antenna. From curve (2.2lb), it is seen that these points
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lie in elevation angle from 94° to 1320, i.e., an elevation beam-
width of 38° centered at an elevation angle of 113°, The 1 dB
criterion applied to the 30° grazing angle case gives a 60°
beamwidth centered at 132° (from 101° to 1610). Thus the antenna
may be designed to step from 113° to 132° with a 60° beamwidth.
Alternatively, if the antenna is to be stationary, it will illum-
inate from 93° to 161°, i.e., a beamwidth of 68° centered at
127°. Trade-offs between antenna beamwidths (and therefore
antenna gain) and multipath power loss may be made as required
by antenna design considerations. The relationship between
multipath loss and ranging performance is given in Section 2.6.

2.5.2 Doppler Power Spectral Density

In a manner similar to that outlined for the delav psd, con-
tours of constant Doppler v are superimposed on the (0,% )
coordinates of the earth's surface. For each value of 6 and v, a
corresponding value of ¢ can be determined, which is shown

functionally as
® = ¢(6,v) (2.105)
Using the change of variable (2.105), Eq. (2.21) can be written as

P=[PW) av (2.106)

where P(V) is the Doppler psd normalized to the direct path
power, given by

2
iy
pv) = = [ 2L8.0(8. 0] B0 5, g6 (2.107)

o)
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Calculations have been made of the cross-plane* Doppler
psd for an omni-directional antenna at an altitude of 10 km
with an rms sea slope of 0.2. The results are displayed for
(opposite-sense) circular polarization at 10°, 200, and 30°
grazing angles in Figs. 2.22, 2.23, and 2.24. These corres-
pond to the Doppler contours displayed in Fig. 2.4 and 2.5
of Section 2.2.1. Tables of the Doppler psd for hori-
zontal, vertical, (opposite-sense) circular, and (same-sense)
circular polarizations are presented in Appendix F.

Calculations for an in-plane flight would be performed
in exactly the same manner. The Doppler contours on the
ocean surface would be identical to those of the cross-plane
flight except that they would be rotated 90°,

A cross-plane flight is defined as one in which the aircraft
is traveling in a line perpendicular to the plane of the
satellite, aircraft and specular point. A flight which is
perpendicular to the cross-plane is an in-plane flight.
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2.5.3 Delay Doppler Scattering Function

The delay Doppler scattering function is computed using a
two-dimensional coordinate transformation from the (0,¢) coor-
dinates of the surface to the delay-Doppler (£(,V) coordinates
induced upon the surface by the aircraft location and velocity,

i,e.,

(<)
I

0(E,v) (2.108)

= o(E,v) (2.109)

By superimposing the corresponding delay and Doppler contours
shown in Section 2.2.1, it becomes apparent that this transfor-
mation is double valued, (i.e., there are two (6,¢) points which
map to the same (§,v) point). When the aircraft heading is in-
plane, the two (6,p) points corresponding to a given (§,v)
intersection are symmetrically located to either side of the
specular point plane. The scattering cross-sections will there-
fore be the same at each of these points. However, when the
aircraft heading is cross-plane, the points are not symmetric-
ally located, and the scattering cross-sections are different.
In general, the coordinate transformation must be performed
separately in each of the two single valued regions. Under this
coordinate transformation Eq. (2.21) becomes

P = [[ S(E,v) dE dv (2.110)

where S(§,v) is the delay-Doppler scattering function given by

2
TsA o[68(E,WoE,M] ;.2 .
S(g,v) = T z 2 2 J r, sin 6 2,111
T 2 regions r%r% 0 g .
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The summation is performed over each of the single valued
regions, and J is the Jacobian of the coordinate transformation
(2.108) and (2.109). Since this transformation is double-
valued, measurement of S(§,V) does not generally constitute mea-
surement of 0. Two special cases in which 0 can be recovered
from S(¢,v) are as follows:

1) When the aircraft is flying in the plane of
the satellite, the specular point and the
earth's center, the two terms in (2.111) are
identical, and the sum can be replaced by
two times either term.

2) When the antenna discriminates against either
region, only one term in the sum (2,111)
contributes to S(&,v).

Special case 1) above is easily achieved during flight test by
flying the aircraft toward the satellite while utilizing an
antenna with a gain pattern which is symmetric to either side
of the aircraft. Special case 2) is not easily achieved with-
out sophisticated antenna design and is therefore probably not
practical in a flight test. It is therefore recommended that
in-plane flights be made using an antenna which is symmetric

in azimuth.

Calculations of the delay-Doppler scattering function can
then be made according to Eq. (2.111). It would of course be
desirable to use an antenna with a wide enough beamwidth to
capture the significant multipath power (see Table 2-1).

In the event that the antenna attenuates the power in any given
delay-Doppler interval, accurate knowledge of the antenna gain
pattern at that point would be required to recover the correct

value of scattering cross-section.
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2.6 TONE RANGING PERFORMANCE

The variance in the estimate of (one-way) delay by a single-

sideband tone ranging system has been shown [2.2] to be given by

W.
o2 = (2;2D2 [VéL (1 - Re (ryy)) + %] (2.112)

where Q is the frequency separation of the tones, y is the ratio
of direct-to-multipath power, WN and BN are the two-sided noise
bandwidths of the tone filter and Doppler spectrum, respectively,

and S is the signal-to-noise ratio. The term ri3 is given by

ryg = q(Q) exp [-j27Q(¢ - Ed)] (2.113)

spec
where q(f)) is the (normalized) frequency correlation function,

Espec is the specular point delay and gd is the direct path delay.

Assuming that WN = BN and S >> 1, the (one-way) rms ranging
error has been computed for the Boeing and omni-directional antennas
at 10°, 20°

results are summarized in Table 2-11 for circular polarization with a

, and 30° grazing angles for an aircraft altitude of 10 km. The

tone frequency separation of 16 KHz and an rms sea slope of 0.2.

The relative error in the estimate of rms ranging error ¢ is defined as

€= (g - oy s (2.114)

where O omni is the true rms error. Defining 07 and oq as the
values of o when only y or only q(f) has been changed from its

omni-directional values, i.e.,
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2 _ 1 [1 - Re (r130mni)]

Q
|

Y (2n@)? Y
and
2.3 B-® (r13)]
4 (200)2 Y omni

(2.115)

(2.116)

then the relative errors in the estimates of O omni when y and

q have been separately corrected is

€y = (Uomni - Uy)/comni

e = (o

. omml F Uq)/c

omni

where

2 1 [1 - Re (R3]

Y omni 2
(2nQ) Y omni

(2.117)

(2.118)

(2.119)

Substituting (2.115), (2.116) and (2.119) into (2.117) and (2.118)

gives

1=y /

v omni’?Y

m
]

and

1 - Re (r13)
g = E h/l - Re (r i ==

13

omni

2=-77

(2.120)

o Y
O omni Y omni

(2.121)



Note from Table 2-11, that if the loss in multipath power due to
antenna discrimination is accounted for, the relative error due
to the decorrelation is still as much as 16%. Decorrelation
tends to increase range error while multipath power loss tends
to decrease it.

When an ideal directive antenna (with a gain of 1 inside
and 0 outside the beamwidth) is used, the apparent rms ranging
error varies with antenna beamwidth. Corresponding to the curves
in Fig. 2.20 of multipath loss versus azimuth beamwidth, Fig.
2.25 presents the corresponding rms range error versus azimuth
beamwidth. Likewise, if the antenna only illuminates points on
the surface within a certain delay contour (called the cut-off
delay), the rms ranging error is as shown in Fig. 2.26 corres-
ponding to the multipath losses and elevation angle beamwidths
previously shown in Fig. 2,21,

For example, from Fig. 2.25 it is seen that an azimuth
angle beamwidth of 30° gives an apparent rms range error equal
to 100% of its omni-directional value at a 10° grazing angle,
95% at a 20° grazing angle, and 90% at a 30° grazing angle. From
Fig. 2.20 it is seen that this beamwidth corresponds to a maxi-
mum multipath loss of 1 dB (at 30° grazing angle). Likewise, a
cut-off delay of 8.8 usec yields rms ranging errors of 99%, 95%
and 89% of the omni-directional values at 100, 200, and 30°,
respectively. From Fig. 2.21 this also corresponds to a maxi-
mum multipath loss of 1 dB using a 68° elevation angle beamwidth
centered at 127° (measured from above the aircraft).
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3, SIMULTANEOUS DATA TRANSMISSION AND TONE PROBING
THROUGH A HARD LIMITER

This section considers the problem of transmitting one or
two tones with a data signal through a hard-limiting satellite
repeater to an aircraft so that the tones may be used to sample
the time variant transfer function of the satellite-aircraft
channel in the vicinity of the data signal. The tones and data
signal are assumed to occupy no more than the 50 Kec narrowband
Aerosat channel. In addition the data signal is to be FSK and/or
PSK at 1200 bits/sec. Due to the hard limiting, both signal
suppression effects and intermodulation products are produced.
This analysis is concerned with determining the effect of the
selection of frequency locations and relative amplitudes of the
tones and data signal on signal suppression and signal/inter-

modulation power ratios.
3.1 MATHEMATICAL FORMULATION
The complex envelope of the signal into the hard limiter

for the two-tone case may be expressed in the form

2(t) = aeJZWFt + ae-JZﬂGt + eJe(t) (3.1)

where the tones are located F Hz above and G Hz below the data

signal. Each tone has an amplitude o relative to the data signal.

The hard limiter output is given by

L(t) = nBed (3.2)



Using (3.1) in (3.2) we find

|1 + aedX + ae-JY\

where

54
]

27Ft - 6(t) (3.4)

(o
I

26t + 6(t) (3.5)

Note that the term in brackets is doubly periodic in X and

Y and may be expanded in a Fourier series, i.e.,

o
jnX =jmY
z Fii = e

L(t) = (3.6)
where
-1 il 1+ &er + ae-jY ~-jnX jmY
. 50 X 7Y e " e dxdy
@2m)° =7 =7 1l + ae”” + ae 7|
(3.7)

It is readily determined that 94 is real, so that (3.7)
may be simplified to

-2 fﬂ [“,T cos (my-nX) +a cos (m¥-(n-1)X) +¢ cos ((m=1)Y¥-nX) dxdy

- > -
(2m) 2 + 2a2 cos (X+Y) + 2a cos X + 2¢ cos Y

(3.8)

hm

b ;w Jl + 2o

3-2



Using (3.4), (3.5) in (3.6) we find that

jo(t) i eJZﬂFt e-JZﬂGt

* 401

L(t) = qppe 10

-] w

+ Z z

n=_m m=—w

nmej21'r(nF-mG)tej(1-m-n)6(t)

m,n # (0,0), (1,0), (0,1) (3.9)

The first three terms are the desired terms and the other
terms are intermodulation distortion terms. Note that each
intermodulation term may be regarded as an interfering data sig-
nal with a generally increased modulation index (by the factor
(1-m-n)) located at the frequency nF-mG. The spectral width of
the intermodulation term depends on the character of 6(t). For
binary DPSK it may be seen that exp [j(1-m-n)6(t)] will reduce
to the data signal or its complement when (1-m-n) is an odd
integer, but when (l-m-n) is even it reduces to a constant. On
the other hand, for FSK the term exp [j(1-m-n)@(t)] will be an
FSK data signal with new mark and space signals increased in

separation by (l-m-n).

Consider now the simpler case of a single probing tone.

In this case the input signal is represented by

2(t) = aeijFt + eje(t) (3.10)
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and the limited signal by

(3.11)

A single Fourier series expansion of the bracketed term
yields

w0

je(t nXx
L(t) = e’ () b cnej (3.12)
where
w jX i
R éL \ i ae_x g jnX dxX
oo |1+ ae?®
=1 ® & cos (n-1)X + cos nX
0 '\/1 + 200 cos X + a
Thus

o c‘oeje(t) + clejZ‘nFt + 3 o el2mFt_-j(n-1)6(t)
n

-0

n#0,1
(3.14)

The intermodulation components again are pseudo-data signals
but now are centered at the frequencies nF. In contrast with

the double-tone sounding case, one may select F so that no
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intermodulation components overlap onto the data and probing

signals.

3.2 NUMERICAL RESULTS

Computer evaluation of Fourier coefficients were carried
out for the single and double tone cases for a range of values
of o up to @=1. Figure 3.1 presents graphs of q,, as a func-
tion of o for selected values of (n,m). The values of (n,m)
selected were the result of a laborious iterative procedure
where spectral widths and locations of intermodulation components
were accounted for in determining those components which over-
lapped data and tone signals as a function of positions of the
probing tones relative to the data signal. A general data sig-
nal was considered first, but subsequent calculations revealed
that it was necessary to take advantage of the reduced bandwidth
expansion of DPSK intermodulation components to keep the number
of interfering components of significant strength small enough.
The values of m,n depend upon the tone frequencies which must
be selected to minimize the number of low order interfering inter-
modulation components overlapping onto the data signal (the low
order ones having the higher strengths). As a result of this
minimization,tone frequencies were selected 17.5 KHz above and
7 KHz below the data signal. Figure 3.2 presents for o = .45
an idealized sketch of the spectrum at the limiter output for
the components listed in Fig. 3.1. The bandwidth of an inter-
modulation component is assumed to be either zero or the band-
width of the data signal because of the assumption of DPSK, as
discussed in Section 3.1. This is clearly an idealization since
the DPSK modem output will depart from the mathematical model in

two important ways: phase transitions will not occur in zero
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time and some output bandlimiting will occur, introducing phase
and amplitude fluctuations. Both these departures will make the
intermodulation components broader in spectrum occupancy. With-
out detailed knowledge of the modem processing it is not pos-
sible to predict precisely the power spectra of the intermodu-
lation components. In fact even the spectrum of the DPSK modem
output cannot be clearly defined. We have, somewhat arbitrarily,
represented the DPSK modem output as being confined to a band-
width of 4 Kec for a 1.2 Kb/sec signal.

With the limited available radiated power in the Aerosat
experiments it appears that too much suppression of the sounding
tones by the hard limiter will not be allowable. In fact one may
argue that a should be set equal to unity because the maximum
fading rates will be an appreciable fraction of the data rate.
Thus with a=1 and widening the probing tone filter to pass the
full Doppler spectrum, the received probing tone SNR will be
only a few dB bigger than the data signal SNR. At 50 dB-Hz,
total received signal power to noise power density, the data
signal SNR cannot exceed 18 dB and will be less as power is
allocated to probing tones. Accurate measurement of channel
phase fluctuations with the probing tones requires sufficient
SNR, e.g., 20 dB for 36° phase error.

For a=1 we see from Fig. 3.1 that the limiter output data
and probing signals are suppressed equally around 6 dB relative
to their input powers, and that the only significant interfering
intermodulation component is the case n = -2, q = -4 which over-

laps the probing tone at 7 KHz but is 27.5 dB below it.
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Filtering the probing tone at the receiver will reduce this
intermodulation component at least another 3 dB to 30.5 dB
below the received tone limit. It appears very likely that the
additive noise level on the extracted tone will be larger than

this intermodulation component.

In the case of single tone probing it is possible to se-
lect the tone spacing so that no interfering intermodulation
components exist. From Eq. (3.14) we see that the two components

adjacent to the desired components are

o e-321rFt e+j26(t)

jaaFt =-jo(t
i + ¢ et =36(E) (3.15)
1 2
Assuming idealized DPSK, the intermodulation component F Hz
below the data signal has zero bandwidth while that at 2 F Hz

has the bandwidth of the data signal.*

Figure 3.3 presents plots of the coefficients C_gs C_q>
Cgs Cys €, @8 2 function a. Note that at ¢=1 a 2 dB signal
suppression effect occurs as opposed to the 6 dB suppression

produced for the two sounding tones.

*If exp (j26(t)) could be regarded as a constant, then one
might consider using this intermodulation component as an
additional probing tone. However, the utility of this con-
cept depends upon the detailed spectral characteristics of
the DPSK modem output.
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i,  PERCENTAGE MEASUREMENT ERROR FOR MEASUREMENT OF
ERROR RATE IN RICEAN CHANNELS

The time required to achieve a given rms error in measure-
ment of error rate is larger on a fading than a non-fading
channel. This section derives expressions for the rms error
in error rate measurement for binary orthogonal transmission
when the receiver employs predetection maximal-ratio diversity
combining and incoherent detection. The channel statistics are
assumed flat-fading Ricean (multiplication by a complex Gaussian
non-zero-mean random process).

We define a sample error rate PK as the sum

1 K
B o= == P (4.1)
R K,2 'k

where X is a random variable

1 ; the k'th binary symbol is received in error
xk=
0 ; the k'th binary symbol is received correctly
(4.2)

The mean squared and variance of the sample error rate

are given by

=

P =

N % =X (4.3a)

ol Ll
=
]
=

4-1



— K K (K-1)
2 1 1 s

P, =5 % X, == z (1 - e (4.3b)
K~ 2771 K4 K _(ge1) K’ s

o~ K-1
2 2 s=2 _ 1 S =2

o, =P, -P°“==Z T (1-2)(_ -x) (4.3c)
G KT K K _ gy K’ s

where we have assumed stationary statistics,
s T *kk+s (4.4)

Note that ;; is the probability that the k'th symbol is
received in error over the ensemble of possible channel condi-
tions. Similarly E;EZ is the ensemble probability that the
k'th and 4'th binary symbols are both received in error. To
calculate the mean, mean squared, and variance of the sample
error rate requires the computation of these two averages. We
shall compute these averages in two steps. First we shall fix
the channel fluctuations and average over the additive noise
alone. These conditional probabilities will then be averaged

over the channel fluctuations.

The channel and receiver structure we wish to analyze are
shown in Fig. 4.1. The complex signal input to the matched fil-

ters w(t), can be expressed in the form

4-2



w(t) = z(t)s(t) + N(t) (4.5)

where s(t) is the complex representation of the transmitted

signal and

L

2(t) = T |g,(©)]° (4.6)
=1
L

N(t) = T g¥k(t)n, (t) (4.7)
=1 vt

in which gL(t) is the complex gain of the 4'th diversity chan-
nel and nL(t) is the additive noise of the same channel. Note
that when {g&(t); £ =1,2, ... L}are fixed, w(t) becomes iden-
tical to a received signal over a white Gaussian noise channel

in which the one sided noise power density NO is

Ny = 2 N, (4.8)

where NO is the one sided noise power density for a single

diversity channel and the signal energy E is
£ = z%E (4.9)

where E is the energy of the received real signal over some time

interval of duration T,

T
E=3] ls(o))’at (4.10)

0

The transmitted data signal is given by

s(t) = T s (t-kT) (4.11)
ox
4-4
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where

0 ; transmitted source digit = 0 for (k-1)T < t < kT

Ox

1 ; transmitted source digit = 1 for (k-1)T < t < kT

(4.12)
and s, (t), s,(t) are orthogonal, equal energy signals,
1 2
T
[ s¥®)sg(e) de =0 (4.13)
0
T T
1 2 1 2
5[ lsp(®)|%de =5 [ lsg(t)|"dt = E (4.14)
0 0

Assuming matched filters followed by envelope detectors and
a "largest of'" selection as shown in Fig. 4.1, the probability
that the k'th symbol is received in error conditioned on a par-

ticular fading history is given, for slow fading, by [4.1]

~

Elx /Z(t)] = 3 exp [- 1 - % exp [- 3 Z(kDp] (4.15)
0

where p is the average input SNR for one diversity channel and

we have normalized

g 1% = 1 (4.16)
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The conditional probability of having the k'th and p'th
digits both received in error is just the product E[xk/Z(t)]
E[xp/Z(t)] because the noises are assumed independent in the k'th
and p'th time intervals occupied by the signals carrying the k'th
and p'th pulses. Thus

exp [~ = (Z(kT) + z2(pT))p] ; k#p

=
N[

E[xkxp/Z(t)] =
exp [- 3 Z(kT)p] 5 ke=p

N

(4.17)

where the second equality follows from the fact that xE =x.

We consider now the average of the conditional expectations

over the channel fluctuations

X . E[xk/Z(t)] (4.18)

XK = E[xkxk+s7Z(t)] 3 k#s (4.19)

The averages we desire are special cases (P=1 and P=2) of

the more general average

P
B, %, o %, (2] = g ew [ 50 T 20D 5 vyt e

(4.20)
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Note that
P

2
z g, (w.T) 4.21
AL (4.21)

4o
™

Z(VPT) =

1 2

p

is a Hermitian symmetric quadratic form in complex Gaussian non-
zero mean random variables. Thus the desired average is just the
characteristic function of this quadratic form evaluated at a
particular value of the characteristic function variable. For-
tunately this characteristic function is known [4.2] so that under
very general conditions of correlation and mean values among the
variables {g&(va); =1, ... L, p=1, ... P)},we may evaluate the
p'th order moment in (4.20).

In the present case by trivial linear transformations we
can avoid the heavy machinery in [4.2] if we assume independently
fluctuating diversity channels and consider P < 2. Thus with

these assumptions we note that

¢ L
[exp [-%p(lgL(kT)lszIgL((k+S)T)!2)]J ;  s#0

Bl

e

Xkxk+s==cs=

L
[exp -%Plg&(kT)lZIJ 3 s=0

N

(4.22)

To simplify notation let

N
Il

g&(kT) (4.23)

£
Il

g&((k+S)T) (4.24)

47



In general z and w are correlated. Assuming identically

distributed diversity channels

z=w= g, (t) =« (4.25)
1z-2|2 = |w-w|2 = 202 (4.26)
(z -E)*(w-;) = 202r(sT)ej8(ST) (4.27)

where o is the steady or non-fading component in the channel,
02 is the strength of the fluctuating component, and reje is the
complex normalized correlation coefficient between gL(kT) and
géﬂ¢+sfr), (r is the magnitude and 6 is the phase). Because the
channel is stationary this correlation depends only on the time

difference sT.

Recall we had normalized

w|2 = 12|12 = 202+ |0|2 =1 ¢4.28)

so that 02, \a\z are related with this normalization.

Other parameters of more common use in channel modeling are

§ = pi2t) (4.29)
1 iaiz
20 20
)
g = = (4.31)
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where S is the direct path SNR, y is the direct path/scatter path

power ratio, and 8 is the scatter path SNR.

If z, w are two correlated complex Gaussian variables we may
express these variables in terms of independent complex Gaussian

variables u, v by

z=e 8 u+v) (4.32)

W= (u-v) (4.33)
or

u=2 (239 +w) (4.34)

- =% (zel® - w) (4.35)

With the transformations (4.32), (4.33)

1212 + [w)? = 2(ju)? + v|%) (4.36)

and
L
m = %I:exp [-p\ulzl exp [-p\v\zl] (4.37)

From [4.2], [4.3] we see that for a complex Gaussian non-

zero-mean random variable w,

2 1 - —n 2
exp [-p|w|"] = T+ 2p XP [1—_,_":;2—9 lw|“] (4.38)
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where w has been normalized so that

Il
e

i =%
[w=w|
For

262

-2

From (4.34) and (4.35) we find

1
— 5 exp [-
1+ 206 1+ 206

2
exp [-plw|"] =

From

=4
|
o=
Q
~—~
o
[
D
+
l—l
p—

<

]

I
R
N
(=

@

1
-
S
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(4.40)

(4.41)

(4.42)

(4.43)

(4.44)
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Thus using (4.42) - (4.44) in (4.41) and (4.37)

L
1 %+s % [;xp ['piu\z] * exp [-plvlz]]
L L
B 1
& (1+p02(1+r)) (1+p02(1-r)
— y 2
& exp |- Tép \azl (L+cos 6)]
L l+po” (1+r)
(1o lal® .
X exp |- 2 g $1.% pos B)J o7
L 1+po” (1-1)
(4.46)
Similarly
L
X = -é- [exp [= % Pl‘zlz]]
=l[ 1Texp [__T—LJ&LZJ (4.47)
2 L1402 Ltpo” 2 |

Alternatively, using the more familiar parameters S, y (4.29),

(4.30) and carrying out some algebra
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L 1+"52i (1 -r(sT) cos 6(sT))

_1 1 }
cS —Z 2 exp 'L’)//S 2 ]
(1+‘g—)2-r2(sT) % (1+~f21)2 - 22 (sT) "%

L
- 1 1 8/2 _
¥T2 [1+6/2] eXP [’L” (1 +5/2):| ~ %o (4.48)

Returning to Eqs. (4.3), (4.4) we note that the variance of

the sample error rate error is given by

— K-1
2 2 =—2 _ 2 s =2
o, = Pp = (Bp) K (1 - ey )
s=1
+ % (x - %) (4.49)

where we have taken advantage of the even nature of c, =c_ -
Note that the first term accounts for the contribution to the
variance due to the statistical dependence of the channel be-
tween symbols while the second term is identical to that for

independent fluctuation of the channel from bit to bit.

If Cg changes little in a time interval T, which is consis-
tent with the slow fading assumption, then the summation in (4.49)

may be closely approximated by the integral

4-12
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To

U? _TZ.I (1 ..—)D(-r) dr+—(x- %)
0 ¢
T
2 0
EE [ D(r) dr + —(K - %% (4.50)
0
where
. ) L . 1+% (L - ©(1) cos 6(1))
D(r) = % 2] exp [—LVB 2 J
a+8? - ) & a+p*-2m 5
L
I O . N L [~
i = o)
Note that
lim D(r) = (4.52)

,r—-w

The percentage rms error is given closely by

0‘ (==
g 4 R,jz_,}_ [ OE() dr + (D) (4.53)
X 0 0 p.d
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where

L

(1L + %)2 1+% (1-1(7) cos 8(7)) 1
Ec-r>=[ 5| exo |1 = -1 -1
(1-+%)2- rz(r) %r 1+ %)2 - rz(f) B_ 1+3

A
(4.54)
and we have assumed
X << 1 (4.55)
i.e., an error rate much smaller than unity.
For a real channel correlation function
6(r) =0 (4.56)

and E(7) simplifies to

E(r) = 5 L 1 ¥ exp LS( L g - 3 1 S) -1
l-r (T)(if;§;7§) 1+ 2 1+ 2y + r(r) 2

(4.57)

where we must now allow r(r) to be in the range -1 < r(r) < 1.
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Normalizing the time scale of the fading, we can express n

in the form

C(S,y) 1
n -~ sz:o t XP(S.v) (4.58)
where
C(s,y) = [ E(p) dr (4.59)
0
and
P(S,y) = x (4.60)

Figures 4.2 and 4.3 present plots of C(S,y) and P(S,y) vs. y
for § = 8, 16, 32, 64 assuming a Gaussian fading correlation

function

r(%) = exp [~ % ﬂz?z] (4.61)
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For large values of B = S/y we may find approximate expres-

sions for E(7) by using the expansion
1 2 2
r(r) ~ 1 - 5 (2a7)" [ £7P(£) df + ... (4.62)

where P(f) the Fourier transform of r(t), is the Doppler power
density spectrum. We have assumed that the carrier frequency has

been chosen at the centroid of P(f), i.e.,
[ £ P(F) df = 0 (4.63)

to be consistent with (4.56).

Using the definition of RMS Doppler spread B

2
f°P(£) df
B2 = 4 I (4.64)
| P(£) df

and noting that we have normalized
J P(E) df = r(0) =1 (4.65)
we see that

) 1 2.2 2
r(ﬂr)f&tl-—z‘n’B‘r L (4.66)
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The first factor in (4.57) drops to a small value for small
values of Br when B >> 1. Using (4.66) in (4.57) for g >> 1 we

find the approximate expression

L

E(r) = [2—172—21 exp [yL] (4.67)
E + 7 BT

The integration of E(r) over T is given by

f E(t) dr = exp [yL] I 5 372 7 L,
0 0 (E + 7°B°77)
= exp [yL] (ﬁ)L'%l ¢ —dr
L-3 (2L-2)!
- enp il B 2= 2he2) 4.68
vkl G B 2L 19112 ( )
For large B
1 2.0
P(S,y) — 2 (-5) exp [-Lyl (4.69)
Thus
e 1 12 (2L-2)!
j E(r) dT - 5y —J: . 4.70
g P(S,v) BB 2o (119112 ( )
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Using (4.58), (4.59), and (4.70) we see that for large B

} 1 Cr— ;
n = m J1 + oy H B > 1 4.71)

2 1 (2L-2)!
a = |5+ 5 (4.72)
L NB W BT T 20 1y)2

Note that the factor in front in (4.71) is the error probability

measurement percentage rms error for independent fading from bit

to bit. The second term in the second square root determines the
degree to which the rms error increases over that due to statis-
tical dependence between bits. For non-diversity operation this
term is

1
o (4.73)

4BT/28

In the case of the Aerosat channel with a data rate of 1200
bits/sec and a representative low rms Doppler spread of 50 Hz
due to surface scatter multipath, this becomes
o) = ﬁ;%ﬁ : g > 1 (4.74)
VB
which will be less than one for large B. In the case of ionospheric

scintillation where fade rates are much slower, a. could be much

L
bigger than one.
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Equations (4.72) and (4.74) apply for large B and seem to
indicate that the measurement error blows up for small 8. How-
ever (4.72) and (4.74) are only valid for B >> 1. Actually as
B decreases with S fixed (equivalent to y increasing for S fixed)
the measurement error due to the fading decreases to zero per-
cent as may be seen from (4.57). Thus there is a worst value of
B (or v) at fixed S for which the percentage measurement error

is maximized. TFor general B we may express ¢, as (remember

y = S/B)

L

_ P(5,y)C(S,v)
L y,ZBT . (4.75)

The integrals P(S,y), C(S,y) were evaluated at =2, L=1, as a
function of S assuming the Gaussian Doppler power spectrum.
Using these results Fig. 4.4 shows a plot of BTal,as a function
of y for S=8, 16, 32, 64, 128. Maxima occur in the vicinity of
v =4 to 5. These maxima are quite close, ranging from .022 to
.027. Then

o) <22 (4.76)
For B = 50 Hz and T = 1/1200 this becomes
o) < 648 (4.77)
yielding
< 2128 (4.78)

~ JKP(S,y)
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which is only a 287 increase in percentage rms measurement

error due to the fading or alternatively, a 65% increase in
measurement time to achieve the same percentage measurement error
as would occur for a non-fading channel with the same average
error rate. Were the Doppler spread to decrease to around 3 Hz,
the increase in percentage measurement error would be 340%, or

an increase in measurement time by a factor of around 12 to
achieve the same percentage measurement error as would occur for

a non-fading channel with the same average error rate.
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5. CODING AND MODULATION CONCEPTS FOR AERONAUTICAL CHANNELS

5.1 INTRODUCTION

In this section the problem of transmitting digital data
reliably over the aeronautical channel will be addressed. This
particular channel is characterized by a time-varying distribu-
tion [5.1], [5.2], [5.3] which limits the effectiveness of certain
types of conventional modulation techniques. Significant perfor-
mance gains, i.e., a reduction in transmitted power and/or error
probability, can be achieved if error correction coding concepts
are combined with modulation concepts in an appropriate way. The
importance of time domain coding techniques and the use of channel
measurement information in the decoding process is illustrated by
both theoretical and computer simulated results. By integrating
these coding and modulation techniques it is shown for the aero-
nautical channel that it is quite possible to achieve a robust sig-
naling technique which is fairly insensitive to the channel's
scatter parameters; such as, scatter path energy and fading band-
widths. These results illustrate that the scatter energy does not
limit the effectiveness of transmitting digital data and, in fact,
can improve the performance when operating in the region of low
direct signal-to-noise ratios. It is interesting to note that
these coding results contradict many conventional system design
approaches where every attempt is made to avoid the reception of

scatter energy.

In evaluating the various signaling approaches a critical
channel parameter is the ratio of the received direct signal power
(Pr) to the noise power per Hertz (NO). This ratio, sometimes denoted
as C/KT, will be normalized by the data rate* (D) to obtain Eb/NO =

ate

“This is the information bit rate which is less than the channel
data rate when coding is applied.
5-1



Pr/DNO’ which is the direct path energy per data bit to the noise
power density. All error probability results will be plotted as a
function of Eb/N0 so that a comparison can be made of a coded and

uncoded system at the same received power.

The ratio of the scatter energy to the direct energy will be
denoted by 7y, and the correlation coefficient between the scatter
components of successive signaling pulses will be denoted by p.

Our results presented will be functions of Eb/NO, v and o, where the

values of p are determined by the channel's fading bandwidth.*
5.2 APPLICATION OF CODING AND MODULATION TECHNIQUES

In this section both FSK and DPSK modulation formats will be

considered and combined with error correction coding approaches.

5.2.1 DPSK Modulation

A possible receiving configuration for two-phase DPSK modula-
tion formats is illustrated on Fig. 5.1. A baud interval of T
seconds is assumed and an in-phase and quadrature component is
received after T seconds of integration. Representing these two

components as a complex number we have at the ith time interval
W. = U. + jV. .1
W, = U, gV (5.1)

which for an assumed Rician channel is given by

X, —
= e [A+Si] + N, (5.2)

=

<
I

data bit, 0 or 1 (5.3)

*
If a Gaussian spectrum of fading bandwidth B=2¢ is assumed, i.e.,

N 2 2
S(f) = —J%: e 2(£/B) we have p(7) = e - 1/2 w2B272 ~ 1 - %T B272 for
small By 2m values of Br. Similarly, if spectrum is assumed to be
characterized by a (recursive) two-pole filter we also have
1 772B21'2

p(t) = ST === for small values of Br.
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A= amplitude of direct component (5.4)
S = amplitude of scatter component (5.5)
N = additive Gaussian noise . (5.6)

The scatter component is assumed time-varying but with negligible

delay difference* (multipath) between the components A and §.

The energy over a T second interval associated with the above

components can be written as

Ed = A A* - direct signal components (5.7)
E, = E[S S*] - scatter components (5.8)
NO = E[N N*] - noise components (5.9)

The in-phase and quadrature noise components are each assumed to

have a variance of 02 = N0/2.

To relate these energy terms to Eb/N0 we first note that for
a code of rate R composed of K information digits every N channel

digits we have

=Dr <1 (5.10)

=
1

Z|R
[

.

w

A typical multipath spread for the aeronautical channel is 20 psec
(see Section 2) which for a well designed receiver will have

a negligible efféct on performance at the baud interval of 416.7

usec; which occurs when a rate 1/2 code is used at a data rate of
1200 bps.
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The signal-to-noise ratio per information bit can now be written as

Eh 0 s = Ed/T = "4 (5.11)
N N.D NOD NOR ’

where in the above the received power Pr is given by Ed/T.

The ratio of the direct-to-scatter energy is now given by

(5.12)

and the correlation coefficient over two successive signal bauds

is given by®
E[S;8%.,]
o = —ES"""'_ (5.13)

For DPSK the reference statistic is obtained from the pre-

vious baud and is given by
(5.14)

wi_1 = [A + si_l] + Ni_1

The decision statistic is given by the dot product of ﬁi and

W , as

i-1
2, = \wi\\wi_lx cos AP = Re[win_l] =U,U; 1 P VIV (5.15)

If this dot product is positive Xi is denoted as a 0, no phase
change, while a negative dot product is decoded as 1.

The effects of the time variations in S can be modeled exactly

for complex Gaussian processes by writing
(5.16)

N

Si . SO + i

“For simplicity we assume here a symmetrical fading power spectrum
and real p. The results may readily be generalized to complex p,

i.e., unsymmetrical power spectra.
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and

=S, + zZ, (5.17)

where 50 is the completely correlated part of Ei and Ei-l and

21-1 and Ei represent zero-mean uncorrelated parts (independent for
complex Gaussian) of §i and gi-l' Thus we have

E[sis§_1] = E[sosgl = pE (5.18)
The variance of independent portions of S is given by
E[z Z*] = E[(S -5 )((8* - 8§)] = E_(1-p) (5.19)

Using the above results we can reduce the fast fading results to an
equivalent slow fading result by noting that

_ j'nXi_ _ _ j1rXi_ _ _ _

W, = e (A + si] +N; =e [A + 5] + Z; + N; (5.20)

j«rXi
where the term e

= +1 so that the data has no effect on the
statistics of Zi' The equivalent direct signal-to-noise ratio is

now given by

)
P i _ _ Mo
—— — -p) +
NO eq E[Z Z*] + E[N N¥] Es(l P) NO 1 + Eg (1-p)
N Y
0

(5.21)

In terms of Eb/N0 and the code rate R we have
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“b
R
0

rd
(——) = 7 (5.22)
O eq 1-p b
1 S (—;—)(ﬁ“)R

0

which can be used in expressions for the slow fading Rician chan-
nel [5.4] to obtain the error rate for the fast fading Rician chan-
nel. Note, of course, that the loss in signal-to-noise ratio due

to the time-varying scatter components disappears as y - =, or pn — 1.

5.2.2 FSK Modulation

For the slow fading Rician channel the error performance of
FSK is exactly equivalent to DPSK except for a 3 dB loss (factor
of 2) in SNR [5.4]. Since the previous signaling baud is not
used as a phase reference in an FSK receiver, (see Fig. 5.2), no
adjustment in SNR is required unless the fading is so rapid that
significant crosstalk is introduced into the adjacent decision filter.
For the channel parameters assumed for the aeronautical channel®
a negligible adjustment in E /NO is required for FSK and thus FSK
will outperform DPSK when the wvalue of (1 O)( —)R is greater than
one. However, when the error correction Zodlng is applied in the
appropriate manner, the results in Section 5.4 indicate that FSK

with coding will always be inferior to DPSK with coding.

5.2.3 Conventional Binary Coding

The most obvious (and highly unrecommended) approach for apply-
ing error correction coding to the aeronautical channel is illus-

trated on Fig. 5.3a.

R
w

The crosstalk introduced into an adjacent decision filter at a
fading bandwidth of 120 Hz can be made negligible by spacing the
two transmitted frequencies by more than the reciprocal of the
baud rate. Note also that the additive noise term Z; in (5.20)
for DPSK does not apply for FSK since eJTXi ig replaced by Xj
which will be zero for one filter and one for the adjacent fllter
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The data at D bps is encoded with a code of rate R so that

input digit rate to the modulator is at D/R digits per second.

For DPSK the two-phase modulator will transmit a 180° phase
shift relative to the previous phase if the encoded digit is a
1, i.e., Xi==1, otherwise no phase shift is transmitted. This
type of encoding is attractive since only the phase of the previous
baud is required for a bit decision. Unfortunately, errors tend
to occur in pairs since a received statistic Wi is used to decode

Xi’ and as a reference for Xi+ As the performance curves in

Section 5.4 indicate, a conveniional random error correction de-
coder will not be effective when errors are dependent. For DPSK
we have a dependency of errors resulting from both DPSK modu-
lation and the fact that the scatter components Ei are also cor-

related.

For FSK modulation there is still a dependence of errors due
to the scatter components which is significant enough to limit the

effectiveness of binary random error correcting codes.

5.2.4 Binary Coding and Interleaving

A conside