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EXECUTIVE SUMMARY

Executive Summary

This report presents the results of a review of current practices in open data and open source in
order to develop working definitions and construct useful lessons that may be applied to the U.S.
Department of Transportation’s (USDOT) Data Capture and Management (DCM) and Dynamic
Mobility Applications (DMA) programs. These programs are providing foundational research for
the Intelligent Transportation Systems (ITS) Program’s connected vehicle environment. Their
focus is to address technical and policy issues associated with technological innovations in the
capture and management of real-time transportation data and the innovative uses of those data
for transformative mobility and system management applications.

The report covers the following areas, all of which are defined in the Introduction. For each state-
of-the-practice area a definition and state-of-the-practice examples are provided, along with a
recommended policy option.

Metadata

Definition: The National Information Standards Organization (NISO) defines metadata as
“structured information that describes, explains, locates, or otherwise makes it easier to
retrieve, use or manage an information resource.”> Often metadata are called “data about
data.” These data may be textual, numeric, spatial, verbal, or visual. For example, metadata
have been used in the traditional library cataloging system where a library catalog card
displays a book’s title, author, subject matter, brief synopsis, and alpha-numeric identification.
Such data help classify, aggregate, identify, and locate a particular book. Using metadata to
organize the wealth of information that could potentially be archived from ITS systems helps
users understand which data apply to them and whether those data are appropriate for their
needs.

Recommended Policy Option: Metadata standards minimize the potential for inconsistency
caused by creation or modification of metadata by numerous participants. Adoption of the
ASTM International Standard Practice for Metadata to Support Archived Data Management
Systems (E 2468-05),2 as has been done for the ITS/JPO Research Data Exchange, is
logical to support both research on and operationalization of metadata to support DMA/DCM
applications. Furthermore, use of a modified Dublin Core? as the metadata schema, as the
National Transportation Library (NTL) does, is recommended. Dublin Core is a well-refined,
widely used, and effective approach to developing metadata. Both of these elements have
widespread industry acceptance, which will a smooth transition to private sector development
of DCM/DMA applications.

L NIso. Understanding Metadata, http://www.niso.org/publications/press/UnderstandingMetadata.pdf
2 http://www.standards.its.dot.gov/fact_sheet.asp?f=73
® http://dublincore.org/
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Security

Definition: Security encompasses two aspects:

e Data security: Ensuring that data are kept safe from corruption and that
access to them is suitably controlled.

e Data Environments and System security: The use of software, hardware,
and procedural methods to protect data systems from external threats.

Security measures that are built into applications, in conjunction with a sound security
routine, minimize the likelihood that hackers will be able to manipulate applications to access,
steal, modify, or delete sensitive data. They form the foundation of a secure operating
environment and help protect personal data.

Recommended Policy Option: Arobust policy framework and guidelines exist to ensure
security of data sets, data environments, and the hardware and software associated with
both. In particular, ongoing adherence to the Federal Information Security Management Act
(FISMA), * as well as data security guidelines from the National Institute of Standards and
Technology (NIST) can effectively address security concerns.

Privacy

Definition: Privacy policies predominantly reflect policies for the protection, handling, and
use of personally-identifiable information (PII). For the DMA and DCM programs, a challenge
is the protection of data within an environment based on open data policies. The primary PII
associated with the dynamic mobility applications is locational data, but a few of the
applications require account or financial information, may include information that is highly
competitive, or may contain medical information that might be linked to an individual.

Recommended Policy Option: Developing a privacy policy requires development of Fair
Information Practices (FIPs). Arecent NIST publication® provides a well-organized “toolbox”
of approaches for mitigating privacy risks and which are based on best practices around the
world. Included in these practices are Privacy Enhancing Technologies which support
designing privacy into systems, technologies, and applications. Also, because data privacy is
highly interrelated with data security (i.e., an organization cannot have data privacy without
first establishing a solid data security foundation), policies, and guidelines for security are a
key element of a privacy policy.

User Access Policies and Controls

Definition: User Access policies specify who can access, use, and contribute to a website.
User Access is often defined in legal documents called “User Access Agreements” (also
sometimes referred to as “User Agreements,” “Terms of Service” or “Terms of Use”). These
documents set the terms and conditions under which users are permitted to access and use

* http://csrc.nist.gov/groups/SMA/fisma/overview.html
> http://csrc.nist.gov/publications/nistpubs/800-53-Rev3/sp800-53-rev3-final_updated-errata_05-01-2010.pdf
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EXECUTIVE SUMMARY

content on a website or portal. User Access Agreements also often contain a user code of
conduct and statement of warranties (e.g. user warrants that they will only post content that
they have rights to post, user warrants that they are solely responsible for their conduct and
content). The specific content of a website’s user access agreement will vary based on the
nature of the specific services offered.

Recommended Policy Option: Careful consideration of user access issues and risks at the
program, portal, and project level is recommended, along with development of tiered user
access policies that match the level of restrictiveness to the sensitivity of various data, source
code, or documentation. At the development portal level, Forge.mil® provides a good model
for developing high-security user access policies, whereas ITdasboard.gov represents a well-
designed approach to access in the case of low-security, public access data.

Data Quality Assurance

Definition: The data will support development of effective applications only if the data are of
consistently high quality. The DMA application developers and other developers and system
users must have confidence that the data exchange has policies and procedures in place to

ensure data quality.

Data quality assurance is the process of profiling data to discover inconsistencies and other
anomalies, and performing data cleansing activities (e.g. removing outliers, missing data
interpolation) to improve data quality. These activities can be undertaken as part of data
warehousing or as part of the Database administration of an existing piece of applications
software

Recommended Policy Option: DCM / DMA data system and data set “owners” will find the
Bureau of Transportation Statistics guidelines to be a recommended foundation for the
development of data quality assurance protocols. State-of-the-practice examples provided in
this whitepaper offer insights into different approaches to data quality assurance. The Center
for AIDS Research Network of Integrated Clinical Systems,” and the National Data Buoy
Center® stand out as having a particularly rigorous quality processes in place that make
creative use of automated techniques for real-time data quality verification. It is likely that the
DCM / DMA programs will need to go well beyond even this level of data quality assurance,
to include formalized protocols for data review, error documentation, and error correction.

Intellectual Property

Definition: Licensing of intellectual property, and, in particular, the application of open
source licensing models is among the most important issues the DCM and DMA programs
will face. Open source applications raise unique Intellectual Property (IP) liability concerns.
To meet Mobility Program goals, the Mobility Program must acquire and preserve the right to

6 Forge.mil is an online portal for Agile open source application development in support of the Department of Defense
(DoD).

7 http://www.cnics.net/

® http://www.ndbc.noaa.gov/
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provide developed applications under open source terms. Without these terms, the Mobility
Program will infringe upon the intellectual property rights of the software developer, as will
any downstream developers or users employing software acquired through the Mobility
Program.

Recommended Policy Option: A thorough, well-documented and clearly communicated IP
policy framework is necessary to provide all participants in the DCM / DMA application
development efforts with a clear understanding of the rules of the game with respect to
licensing, patents, and other aspects of intellectual property protection. This will be
challenging, given the large number of participants and applications envisioned. Forge.mil®
provides the recommended model for open source application development to support major
public-sector initiatives.

Liability
Definition: In the context of the DCM / DMA programs, there are two types of liability that
are not addressed through IP licensing:

1. Liability stemming from software or data quality problems (e.g., inaccurate data,
applications failing to work as intended), or misuse of the data.

2. The potential liability that exists if security is breached and exposes PII or individual
locational information (such as GPS data).

Recommended Policy Option: With regard to risk with open data, data errors, and
unintentional system problems, the US DOT'’s connected vehicle legal policy team is
exploring the concept of a shared risk environment. With regard to intentional misuse or
exposure of data, this same team is analyzing the extent and applicability of existing tort law.
The recommendation is to apply the results of this analysis to the DCM and DMA programs.

Governance

Definition: This report discusses governance from three perspectives.

1. Data governance is a set of processes that address quality, management, policies,
standards, metadata organization, and other issues associated with data.™® A
governance structure frames roles and responsibilities in relation to authority (i.e.,
scope, sanctions, and enforcement), rules of conduct, standards, and metadata. The
governance model offers a structure to define which people and entities can take
what actions, with what information, under what circumstances, using what
methods.'" It also establishes the means by which those “governed” are able to
influence the overall scope and decisions of the governing body, as well as
mechanisms for appeal and/or adjudication of contestable actions.

o www.forge.mil
10 Sarsfield, Steve (2009). “The Data Governance Imperative,” IT Governance.

" Data Governance Framework. Data Governance Institute. At http://www.datagovernance.com/dgi_framework.pdf
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2. Project governance is a framework for decision-making and management of a
project. The governance structure of a project determines the roles and
responsibilities of the participants, with a particular emphasis on how decisions are
made. In the world of open source software development, project governance
establishes the rules by which collaborators may contribute to a project, how
contributions will be evaluated and accepted/rejected, and how disputes will be
resolved.

3. Portal governance is a web portal or links page is a website that functions as a point
of access to information on the World Wide Web. It presents information from
diverse sources in a unified way. In the context of open source application
development, a portal contains the tools through which the contributors, users,
testers, and project leaders interact (e.g. source code repository, wiki, forums, bug
tracker). Our research found no published material on how open source application
development portals are specifically governed.

Recommended Policy Option: Data.gov'? is recommended as a model for effective
data governance, and Forge.mil13 for project governance.

Open Data Maintenance

Definition: Maintaining the huge volume of data available via open data environments is
critically important. Without ongoing attention, existing data sets can quickly become
outdated and inaccurate — especially transportation data, which are frequently and rapidly
changing, and which are increasingly flowing into data environments from myriad mobile
sources.

Recommended Policy Option: Ongoing review and updating of the open data supporting
the DCM /DMA programs and applications will be a significant, and vital, undertaking.
Therefore, data maintenance policies and procedures need to be implemented in advance,
and must establish the protocols in three key areas: data review, data monitoring and
assessment, and data updating.

12 http://www.data.gov/
3 http://forge.mil
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Introduction

Intent of Report

This report presents the results of a review of current practices in open data and open source in
order to develop working definitions and construct useful lessons that may be applied to the U.S.
Department of Transportation’s (USDOT) Data Capture and Management (DCM) and Dynamic
Mobility Applications (DMA) programs. These programs are providing foundational research for
the Intelligent Transportation Systems (ITS) Program’s connected vehicle environment. Their
focus is to address technical and policy issues associated with technological innovations in the
capture and management of real-time data (in particular, data generated by vehicles in motion)
and the innovative uses of those data for transformative mobility and system management
applications.

The goal in applying open data and open source practices to DMA and DCM is to expedite the
development, testing, commercialization, and deployment of innovative mobility applications, fully
leveraging both new technologies and federal investment to transform transportation system
management, maximize the productivity of the system, and enhance the accessibility of
individuals within the system. Program objectives also include the active acquisition and
systematic provision of integrated, multi-source data to enhance current operational practices and
transform future surface transportation systems management.

“Open” refers to the philosophy (or approach) that data, software, and other products should be
free and accessible to anyone without restrictions or controls (although with clear attribution of
intellectual property and clear permissions, typically described in terms of a license). “Open” also
refers to a software development approach that allows the software product and source-materials
to be available to other developers through virtual communities, thereby enabling developers to
collaborate on product development or collectively enhance the software.” Finally, the philosophy
of “openness” is consistent with the President Obama’s goal of making federal transportation
policy “transparent and accountable to the American public, performance-based, focused on
achieving strategic outcomes, and maximizing the value of public investments.”**

Both of these approaches are embodied within the vision of what the USDOT hopes to achieve
with its research in data capture and dynamic applications.” Both of these approaches are
envisioned to play a role in executing the technical research for the DCM and DMA programs,
and will continue to be considered in application to the extent that they offer practicable options in
research, implementation, and operations.

This report offers definitions of practices for the DCM and DMA programs’ consideration as well
as examples of and insights into ways in which important technical, policy, and institutional issues
can be addressed by using open approaches. Additional policy reports will draw from these
practices to provide options and targeted recommendations for developing and implementing an

“yspot Strategic Plan, at: http://www.dot.gov/stratplan/dot_strategic plan 10-15.pdf

' The vision documents are located at: http://www.its.dot.gov/data_capture/datacapture_management_Federalrole7.htm
and http://www.its.dot.gov/data capture/datacapture management visionl.htm and

http://www.its.dot.gov/dma/dma vision2.htm
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Open Source Applications Development Portal (OSADP) for the DMA program, developing a
Research Data Exchange (RDE) and operational practices for the DCM program, and developing
new and dynamic mobility applications within the OSADP.

Content of Report

The practices profiled in this report address the following issues, which were discussed in a
previous paper, Identification of Critical Policy Issues for the Data Capture and Management
(DCM) and Dynamic Mobility Application (DMA) Programs:*®

Metadata: These “data about data” make it easier and more efficient to manage
large data sets, particularly those that integrate diverse data elements.

Security: With respect to the ongoing development of DCM and DMA, a key
challenge is how to maintain high levels of security while preserving the
fundamental flexibility and “openness” of open data and open data environments.

Privacy: The issue of privacy in the context of DMA and DCM applications refers
to the ways to protect any data that contains personally identifiable information
(PII) or that can be used to track the location of an individual. It also refers to
how privacy principles are implemented to result in transparency about the use of
data and more effective management practices.

User Access Policies and Controls: A component of security, access policies
and controls refer to mechanisms by which systems grant or revoke the right to
access some data, or perform some action. There is a fundamental tension
between controlling access and fostering open data environments.
Consequently, developing appropriate access practices may be particularly
challenging.

Data Quality Assurance: The data will support development of effective
applications only if the data are of consistently high quality. The DMA application
developers and system users must have confidence that the data exchange has
in place policies and procedures to ensure data quality.

Intellectual Property: This broad term encompasses four distinct areas of law:
patents, copyrights, trademarks, and trade secrets. All of these have direct
bearing on the development of open data and data environments.

Liability: For the DCM and DMA programs, open data and open-source
applications raise primarily two types of liability concerns:

o With respect to DCM, liability potentially exists if security around
personally identifiable information (PIl) or individual locational
information (such as GPS data) is breached.

'8 produced by the USDOT’s John A. Volpe National Transportation Systems Center for the Federal Highway Administration
(FHWA\) and the ITS Joint Program Office, October 2011.
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o0 Liability concerns with respect to DMA center on intellectual property
infringement and liability stemming from data quality problems e.g.,
applications failing to work as intended), or misuse of the data.

e Governance: Three approaches to governance concern the DCM and DMA
programs—data governance, project governance, and portal governance. Data
governance is a set of processes that address quality, management, policies,
standards, metadata organization, and other issues associated with data. The
governance of open data is of increasing interest within the Federal government
because of the Open Government Initiative, which pushes government agencies
to make high-value data more freely available to the public online. Project
governance is the establishment of a framework that assigns roles and
responsibilities to a set of stakeholders for decisions, conflict resolution,
performance metrics, and other actions with regard to specific projects
(particularly applies to user development communities around a project). Portal
governance is similar except that the purview is the portal and its operations as
opposed to specific projects. Both project and portal governance can range on a
spectrum from full control (known as “benign dictatorship”) to collective
governance that is based on levels of participation and commitment (known as a
“meritocracy”).

e Data Maintenance: Maintaining the huge volume of data available via open
data environments is critically important. Without ongoing attention, existing data
sets can quickly become outdated and inaccurate. This problem is particularly
acute for transportation data, which often are rapidly changing, and which
increasingly are flowing into data environments from myriad mobile sources.

Chapters 1 through 9 provide a discussion of each of these issues, and then highlight one or
more current examples of how each is being addressed. The examples do not constitute an
exhaustive survey of the literature, but rather a sample, focusing on those examples that may be
most instructive for addressing the challenges and for establishing policy for the DCM and DMA
programs.

Chapter 10 provides considerations for applying or formulating open data policies. This
discussion draws on recently published Office of Management and Budget (OMB) and
Department of Transportation (DOT) guidance documents, along with publications by other
entities.

The conclusion provides an analysis of how the state-of-the-practice examples might apply to the
DCM and DMA programs.

U.S. Department of Transportation, Research and Innovative Technology Administration
Intelligent Transportation System Joint Program Office
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Relationship to other Connected Vehicle Mobility
Policy Reports

This report is one in a series of six policy reports that describe and analyze the policy issues
associated with connected vehicle mobility. The series includes:

e Two foundational reports that identify the critical issues and describe the best practices and
lessons learned from government, industry, and academia:

o Identification of Critical Policy Issues for the Mobility Program, FHWA-JPO-12-
035

0 State-of-the-Practice and Lessons Learned on Implementing Open Data and
Open Source Policies (this report), FHWA-JPO-12-030

e Four reports that analyze the specific policy issues in context of the goals of the DMA and
DCM programs:

0 Policy Analysis and Recommendations for the Open Source Applications
Development Portal (OSADP), FHWA-JPO-12-031

0 Policy Analysis and Recommendations for Development of the Dynamic
Mobility Applications, FHWA-JPO-12-033

0 Policy Analysis and Recommendations for the DCM Research Data Exchange,
FHWA-JPO-12-036

0 Privacy and Security Analysis and Recommendations for the DCM and DMA
Programs, FHWA-JPO-12-032
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Chapter 1 Metadata

Recommended Policy Option

Adoption of the ASTM International Standard Practice for Metadata to Support Archived Data
Management Systems (E 2468-05), as has been done for the ITS/JPO Research Data Exchange,
is logical to support both research on and operationalization of metadata to support DMA/ DCM
applications. Furthermore, use of a modified Dublin Core as the metadata schema, as the
National Transportation Library (NTL) does, is recommended. Dublin Core is a well refined,
widely used, and effective approach to developing metadata.

Both of these elements have widespread industry acceptance; this will help ensure a smooth
transition to private sector development of DCM/DMA applications.

Collaboration with the TRB Metadata Working Group to ensure consistency of standards is
recommended.

Definition

The National Information Standards Organization (NISO) defines metadata as “structured
information that describes, explains, locates, or otherwise makes it easier to retrieve, use or
manage an information resource.”*’ Often metadata are called “data about data.” These data
may be textual, numeric, spatial, verbal, or visual. For example, metadata have been used in the
traditional library cataloging system where a library catalog card displays a book’s title, author,
subject matter, brief synopsis, and alpha-numeric identification. Such data help classify,
aggregate, identify, and locate a particular book.

Using metadata to organize the wealth of information that could potentially be archived from ITS
systems helps users understand which data apply to them and whether those data are
appropriate for their needs.

There are three main types of metadata:

e Descriptive metadata: describe the data set for purposes of discovery and identification.
They can include elements such as title, author, keywords, date, type, format, etc.

e Structural metadata: describe the structure of the data set indicating how the data are put
together — for example, how pages are ordered to form chapters.

e Administrative metadata: describe information to help manage a data set, such as when and
how it was created, file type, file size, and other technical information. There are two
subsets of Administrative metadata:

Y NISO. Understanding Metadata, http://www.niso.org/publications/press/UnderstandingMetadata.pdf
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0 Rights management metadata: describes the intellectual property rights providing
copyright ownership, user privileges, restrictions, etc.

0 Preservation metadata: contains information needed to archive and preserve the
data set.

As defined by NISO, “interoperability is the ability of multiple systems with different hardware and
software platforms, data structures, and interfaces to exchange data with minimal loss of content
and functionality.” The use of metadata promotes efficiency and interoperability by using defined
metadata standards and crosswalks between standards. According to a recent report published
by the Transportation Research Board (TRB) Metadata Working Group:

. . . metadata can allow data producers to maintain control of how data are
used. Atthe same time, it is a method for users of data to track where data
can be found, how it might be accessed, what elements it contains, spatial and
temporal timeframes of the data sets and what forms it is in, and thus, whether
it is compatible with data user objectives or with other data sets. Metadata are
quite valuable, saving data users both time and money. *®

Metadata: State-of-the-Practice Examples and Policy
Options

The practice of establishing metadata can be difficult to define as it is highly dependent upon the
context in which it is used. A survey of available information indicates that there are many
different metadata classification practices, standards, tools, and implementation examples but,
importantly, few examples relating specifically to transportation metadata. Over the course of the
next year, as the DCM and DMA programs develop and implement their own metadata strategies
in support of the RDE and the OSADP, the following select examples may be candidates for
application and/or modification for the program’s purposes.

Metadata with Transportation Applicability

North American Profile (NAP) of ISO 19115 "Geographic Information - Metadata”

North American Profile of ISO 19115 is a standard of the International Organization for
Standardization (ISO) and a component of the ISO 19115 standards series for Geospatial
metadata. 1ISO 19115 defines how to describe geographical information and associated services,
including contents, spatial-temporal purchases, data quality, access and rights to use. The

1 Transportation Metadata: Role of Data and Information Technology Section, Transportation Research Board — Metadata
Working Group, 3/3/2006 located at:

http://www.nymtc.org/data services/Data%20coordination%20files/final%20report%20Jun%201%202005.pdf

19 Many other metadata standards are not listed as their practices and standards applied more specifically to library
sciences, education, archiving, e-commerce, and the arts. Additionally, some of their practices appear similar to the
examples included in this report.
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standard defines more than 400 metadata elements, and 20 core elements including contents,
spatial-temporal purchases, data quality, access, and rights to use.?

Content Standard for Digital Geospatial Metadata (CSDGM)

The CSDGM is the current US Federal Metadata standard. According to the Federal Geographic
Data Committee (FGDC), “...all Federal agencies are ordered to use this standard to document
geospatial data created as of January 1995. The standard is often referred to as the 'FGDC
Metadata Standard' and has been implemented beyond the federal level with State and local
governments adopting the metadata standard as well."#

The Content Standard for Digital Geospatial Metadata is the current standard, but ISO 19115 was
formally adopted by the American National Standards Institute (ANSI) in June 2009. Once work
on this standard is finished the FGDC will process the NAP as a federal standard and promote
the implementation to the geospatial community. If this standard is adopted, nonfederal
organizations will be obligated, as with the CSDGM, to create NAP compliant metadata if they
apply Federal funds to development of geospatial data.

Arecent example of transportation-related use of the Content Standard for Digital Geospatial
Metadata comes from Washington State DOT, which used this standard to create their
Washington State Transportation Framework (WA-TRANS). The data set in question (WA-
TRANS) is a large geo-data set, which requires as complete documentation as possible to enable
it to be stored and retrieved accurately.*

Dublin Core Metadata Element

This set of metadata elements provides a small and fundamental group of text elements through
which most resources can be described and catalogued. Using only 15 base text fields, a Dublin
Core metadata record can describe physical resources such as books, digital materials such as
video, audio, image or text files, and composite media like web pages. Metadata records based
on Dublin Core are intended to be used for cross-domain information resource description and
have become standard in the fields of library science and computer science. Implementations of
Dublin Core typically make use of XML and are Resource Description Framework based.”**

The NTL Digital Repository contains digital objects and links to external websites and the catalog
uses a modified Dublin Core** as the metadata schema. All elements in Dublin Core are optional
and repeatable. The modified Dublin Core elements for the NTL Digital Repository are: Title,
Creator, Subject, Description, Publisher, Contributor, Date, Type, Format, Identifier, Source,
Language, Relation, Coverage, Rights, and Edition. Also, Data.gov uses an adaptation of the
Dublin Core metadata standard to display the metadata on Data.gov.

% http://en.wikipedia.org/wiki/ISO_19115. http://www.fgdc.gov/standards/projects/incits-11-standards-projects/NAP-
Metadata/napMetadataProfileV11l 7-26-07.pdf/view

! http://www.fgdc.gov/metadata/geospatial-metadata-standards#valueofstandards

*? http://www.wsdot.wa.gov/mapsdata/TransFramework/project_documents/WA-Trans metadataStandards_Current.pdf
% http://dublincore.org/

**The name "Dublin" is due to its origin at a 1995 invitational workshop in Dublin, Ohio; "core" because its elements
are broad and generic, usable for describing a wide range of resources. http://dublincore.org/
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Other Metadata Standards

Data Documentation Initiative (DDI)

DDl is an effort to create an international standard for describing data from the social, behavioral,
and economic sciences. Expressed in XML, the DDI metadata specification now supports the
entire research data life cycle. DDI metadata accompanies and enables data conceptualization,
collection, processing, distribution, discovery, analysis, repurposing, and archiving.25

Statistical Data and Metadata Exchange (SDMX)

SDMX aims to foster standards for the exchange of statistical information and data. For example,
Transmet, a website for metadata on Australian transportation data collections has developed the
metadata statements in accordance with SDMX standards.*®

ASTM International E2468-05 Standard Practice for Metadata to Support Archived Data
Management Systems (ADMS)

This standard practice establishes the recommended metadata framework for archived data
management systems and provides additional commentary and examples to assist ADMS
developers and users.”’ It applies to data stored in archived data management systems. It
includes metadata to describe the structure of the archive itself as well as the conditions under
which the data were originally collected and processed. This standard is arranged into the
following sections:

e |dentification Information

e Data Quality Information

e Spatial Data Organization information

e Spatial Reference Information

e Entity and Attribute Information

e Distribution Information

e Reference Information

Lessons Learned

As is the case with most efforts to develop standards, achieving consensus on definition,
implementation and use is perhaps the biggest challenge in the development of transportation
metadata standards. According to the TRB Metadata Working Group, in addition to coordinating
with other standards development activities, major hurdles include the following:

% http://www.ddialliance.org/what
%8 http://www.nss.gov.au/transportmetadata/standards.jsp
7 http://www.standards.its.dot.gov/fact_sheet.asp?f=73
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e Addressing the diversity of data types, sources, and users within the
transportation community

e Reaching agreements on standards. Many of other metadata standards are
purposely general in order to be flexible and adaptable. Consequently,
there is a need for the development of “global” high-level metadata
standards.

e Overcoming implementation barriers so that data producers routinely build
in metadata and adhere to these standards consistently.

In support of the transportation community, the TRB Metadata Working Group is working to foster
a consistent and coordinated approach to transportation metadata efforts. The Working Group’s
recent report emphasizes “...the need for the development of metadata standards and their
potential benefit to transportation practices...” as such standards help all stakeholders fully
understand all aspects of open data they use. The TRB Metadata Working Group report provides
a strategic plan roadmap to establish a transportation metadata standard. According to the
report, such a plan would:?®

e Establish the need for the development of metadata standards and their
potential benefits to transportation practice;

e Determine the general types of standards that are required and ascertain
the policy implications of instituting metadata standards, especially barriers
to acceptance;

e |dentify other ongoing efforts that have an impact on the development of
metadata standards for transportation data, and recommend how
coordination may be achieved;

e Propose a schedule and recommend organizations (and other participants)
that should develop and maintain metadata standards; and

e |dentify methods to promote the use of completed metadata standards
within the transportation community.

Conclusion

Metadata are critically important to guide both research and development of DCM/ DMA
applications. As described in the DCM Program’s vision document,” the data environments will
have a requirement to include a high-level description of itself, what data types it contains, and
general conditions under which data were captured. All these requirements are specific types of
metadata.

This report has identified the creation of unified, high-level metadata standards as vital for the
successful development of metadata. Adoption of the ASTM International E2468-05 standard for

% Ibid
» Data Capture and Management Program Vision: Objectives, Core Concepts and Projected Outcomes located at:
http://www.its.dot.gov/data_capture/datacapture_management visionl.htm

U.S. Department of Transportation, Research and Innovative Technology Administration
Intelligent Transportation System Joint Program Office

State of the Practice / Lessons Learned on Implementing Open Data and Open Source Policies— May 2012 19


http://www.its.dot.gov/data_capture/datacapture_management_vision1.htm

METADATA POLICY OPTIONS

metadata provides such a standard, although work remains to be done to produce the final set of
metadata standards applicable to the DCM / DMA efforts that data providers and users from the
public and private sectors can employ.

Next Steps

e Establish DCM / DMA metadata working group, comprising representatives from
data provider and data user communities.

e Through the working group, identify key metadata standards issues and develop
draft metadata standards for DCM / DMA data. Distribute draft standards to industry
associations, government agencies and other stakeholders for review and comment.

e Collaborate with TRB metadata committee to ensure that US DOT’s metadata
standards are consistent with TRB's.

e Develop final DCM / DMA metadata standards. Modify ASTM International standard
and Dublin Core as needed.

e |dentify the similarities and differences in how the standard might be applied to the
RDE and the OSADP. Determine if these differences might cause complications
when transferring data between the two systems.

e Pilot test the standards to understand the level of burden they impose on data
providers, and other potential barriers to adoption. Adjust standards where
appropriate.

e Develop guidance documents for data suppliers, outlining the standards and their
application.

e Agree on schedule for implementation of standards.

A final consideration for this chapter is that the TRB Metadata Working Group might provide a well-
organized forum for tackling the issue of metadata standards; active collaboration with the Working
Group is proposed.
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Chapter 2 Security

Recommended Policy Option

Implement a robust policy framework and guidelines to ensure security of data sets, data
environments, and the hardware and software associated with both. The framework and
guidelines should ensure adherence with the Federal Information Security Management Act
(FISMA), as well as data security guidelines from the National Institute of Standards and
Technology (NIST) to effectively address DCM / DMA security concerns.

Definition
Security encompasses two aspects.

e Data security: Ensuring that data are kept safe from corruption and that
access to them is suitably controlled

e Data Environments and System security: The use of software, hardware,
and procedural methods to protect data systems from external threats™.

Security measures that are built into applications, in conjunction with sound security protocols,
form the foundation of a secure operating environment and help protect personal data. They
minimize the likelihood that hackers will be able to steal, modify, or delete sensitive data**

Open Data and Open Data Environments Security:
State-of-the-Practice Examples

Federal Information Security Management Act (FISMA)

Title 11l of the E-Government Act of 2002, FISMA “requires each federal agency to develop,
document, and implement an agency-wide program to provide information security for the
information and information systems that support the operations and assets of the agency,
including those provided or managed by another agency, contractor, or other source.”*? FISMA
takes a programmatic approach to information security; it includes the following elements:

% http://searchsoftwarequality.techtarget.com/definition/application-security
3! http://en.wikipedia.org/wiki/Data_security
32 http://csrc.nist.gov/groups/SMA/fisma/overview.html
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e Periodic risk assessments

e Policies and procedures based on the risk assessments
e Security awareness training

e Periodic testing and evaluation of security measures

e Process for remediating security deficiencies

e Procedures for detecting and reporting security breaches

e Continuity of operations plans

CONNECT

CONNECT is an open-source software and community that promotes IT interoperability in the
U.S. healthcare system. Using security controls defined in the Nationwide Health Information
Network services (NHIN), CONNECT enables secure electronic health data exchange among
healthcare providers, insurers, government agencies and consumer services. Itis the result of
collaboration among Federal agencies and is coordinated through the Federal Health Architecture
(FHA) Program.

Because CONNECT deals with sensitive personal information, security has been a key aspect in
its development. Consequently, CONNECT has become a best practice for open data security. 8
A CONNECT Fact Sheet, available via the CONNECT web page, includes the following
description of CONNECT's development and release of open source software:

CONNECT is a Federal Health Architecture (FHA)** project that began in
2007 to share health-related data among federal agencies and their
partners. CONNECT was built collaboratively by more than 20 federal
agencies — each sharing the common goal of improving health information
exchanges by making them more reliable and secure. Joint development
eliminated duplicate, disjointed efforts and dramatically reduced costs for
the federal government.

After developing CONNECT in less than a year, federal agencies released
CONNECT as an open source software for use throughout the industry. Today, the
CONNECT open source community is comprised of more than 2,000
organizations — including federal agencies, states, healthcare providers, insurers,
health IT vendors.®

3 For example, experts at a USDOT-hosted Governance Roundtable in June 2011 frequently cited the CONNECT and Health
IT governance framework.

** FHA is a coalition of Federal agencies that advance health IT interoperability within Federal agencies and outward with
state, tribal, local and private sector organizations.

3> CONNECT fact sheet at: http://healthit.hhs.gov/portal/server.pt?open=512&mode=280bjlD=3340
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The controls in use by CONNECT include the server-based Public Key Infrastructure (PKI) and
the NHIN service registry which define and secure the NHIN backbone. The elements that meet
the security and organizational requirements are:

e The messaging platform and authorization framework implement
additional security and privacy controls to address the known threats for
Web services implementations of service-oriented-architectures.

e The audit log query service is designed to meet the requirements for
Health Insurance Portability and Accountability Act (HIPAA) disclosure
accounting.

e The consumer preferences profile allows consumers to express their
preferences for whether or not to share their information on the NHIN and
for more granular control over access to their private information.

e The CONNECT policy engine enforces those preferences in the runtime
environment to ensure that the access policies of the organization and the
preferences of the consumer are honored in the decision to release health
information in response to a request from the NHIN.

Federal agencies using CONNECT must adhere to FISMA (Federal Information Security
Management Act of 2002) requirements in addition to meeting the HIPAA requirements.
CONNECT has been engineered to meet these exacting security requirements and is undergoing
the United States Department of Health and Human Services (HHS) Security Certification and
Accreditation (C&A) process. Those implementing CONNECT are required to undergo a C&A in
order to get an authority to operate in their environment; they will be able to leverage the security
testing that CONNECT has undergone for the HHS C&A to speed them through their own
process. Private sector organizations using CONNECT get the benefit of a solution that is built to
meet the stringent requirements that the federal agencies must meet in their operational
systems.*®

Cloud Security Alliance

Cloud computing security practices are germane to the security challenges facing the open data
and environments envisioned for the DCM and DMA programs, because cloud computing
environments must enable the delivery of computing services via shared resources, software, and
information. The Cloud Security Alliance (CSA) is “a not-for-profit organization with a mission to
promote the use of best practices for providing security assurance within cloud computing, and to
provide education on the uses of cloud computing to help secure all other forms of computing.
The Cloud Security Alliance is led by a broad coalition of industry practitioners, corporations,
associations and other key stakeholders.”®” One of the CSA’s ongoing research areas is Security
Guidance for Critical Areas of Focus in Cloud Computing, and CSA has several excellent
resources on this topic, including an eponymous white paper that addresses security with respect
to system architecture, governance, and operations.38

% http://www.connectopensource.org/about/governance
37 o
https://cloudsecurityalliance.org
%8 https://cloudsecurityalliance.org/wp-content/uploads/2011/07/csaguide.v2.1.pdf
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NIST Cloud Computing Security Guidelines

NIST report 800-144% addresses key security issues relevant to cloud computing. This
document makes the important point that “Because cloud computing has grown out of an
amalgamation of [existing] technologies . . . many of the privacy and security issues involved can
be viewed as known problems cast in a new setting.” Specifically, because applications and IT
infrastructure are decentralized under the cloud computing paradigm, maintaining security is
more challenging. The NIST report details nine areas requiring special attention in the cloud
computing environment:

1. Governance

Compliance

Trust

Architecture

Identity and Access Management
Software isolation

Data Protection

Availability (continuity of operations)

© 0o N o g kM w N

Incident response

Data.gov

The Open Government Initiative’s Data.gov Privacy Policy40 addresses the website’s protection
of both the security and the privacy of visitors to the website. Under this policy, Data.gov gathers
specific user data to measure the number of visitors to the various sections of the site and to
identify system performance or problem areas. Users are not required to provide any information
to search, retrieve, download, filter, and otherwise use the data available on Data.gov. Some
optional uses exist that require a user account. To protect privacy and prevent Pll breaches, raw
data logs are scheduled for regular destruction in accordance with National Archives and Records
Administration (NARA) guidelines."'l

Regular Checks on Security Threats and Patches

Protecting systems requires periodic updates for software and checking for emerging security
threats. Two websites, provided by the Federal Trade Commission (FTC), include the Open Web

* http://csrc.nist.gov/publications/drafts/800-144/Draft-SP-800-144_cloud-computing.pdf

*® http://www.data.gov/privacypolicy

1 For additional information about NARA guidelines on destruction of electronic records, see:
http://www.archives.gov/records-mgmt/pdf/dfr-2000.pdf and http://www.archives.gov/frc/flyers/e-media-destruction-
fags.html

U.S. Department of Transportation, Research and Innovative Technology Administration
Intelligent Transportation System Joint Program Office

State of the Practice / Lessons Learned on Implementing Open Data and Open Source Policies— May 2012 24


http://csrc.nist.gov/publications/drafts/800-144/Draft-SP-800-144_cloud-computing.pdf
http://www.data.gov/privacypolicy
http://www.archives.gov/records-mgmt/pdf/dfr-2000.pdf
http://www.archives.gov/frc/flyers/e-media-destruction-faqs.html
http://www.archives.gov/frc/flyers/e-media-destruction-faqs.html

SECURITY POLICY OPTIONS

Application Security Project at www.owasp.org or SANS Institute’s Top Cyber Security Risks*
at www.sans.org/top-cyber-security-risks for information on threats as well as solutions.

Lessons Learned

With respect to the development of DMA and DCM, a key challenge is how to maintain high levels
of security while preserving the fundamental flexibility and “openness” of open data and open
data environments. State-of-the-practice approaches indicate that achieving this essential
balance is possible. Important differences exist, however, between existing systems such as
CONNECT, and the envisioned connected vehicle infrastructure. In particular, the envisioned
infrastructure will eventually be ubiquitous, will be mobile, and will comprise myriad users and
numerous applications. Security approaches will need to be tailored to this environment. Current
approaches to mobile broadband security and cloud computing security may provide useful
analogs that could be tailored to meet the unique requirements of an open environment.

As with all IT security programs, user compliance is a potential “weak link” for DMA/ DCM
security. Protocols that minimize the need for voluntary compliance will be essential. An analogy
is a system that automatically scans all email attachments for viruses, versus one that relies on
recipients not to open attachments of unknown origin.

Conclusion

Security of open data and open data environments presents special risks and challenges, all of
which will need to be addressed in the context of DCM / DMA. Fortunately, the security risks are
well understood, and regulatory, policy, and standards frameworks exist to guide the development
of effective security approaches. Nevertheless, DCM / DMA applications and data environments
are complex and dynamic; security frameworks must be applied to meet the risks that are specific
to these new systems, technologies, and applications.

Next Steps

e Guided by the critical areas highlighted by NIST, document the security risks
for open data and data environments in the DCM / DMA programs.

e Develop procedures to mitigate the security risks.

e Pilot test the proposed security procedures to gauge user acceptance. This
should include understanding the burden the proposed procedures impose
on data providers, computing services providers, and public sector
participants. Adjust standards where appropriate.

e Develop guidance documents for all participating entities, outlining the
security procedures and their application.

e Develop schedule for implementation of security procedures.

2 SANS stands for SysAdmin, Audit, Network, Security.
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Chapter 3 Privacy

Recommended Policy Option

The NIST 800-53 Appendix publication provides a well-organized “toolbox” of approaches for
mitigating privacy risks, the use of which is recommended to address individuals’ concern for collection
of PIl. The toolbox guides an organization through implementation of the privacy practices that are
appropriate to the level and type of personally-identifiable information (PII) at issues.

Federal organizations and their programs must, at a minimum, employ Federal policies that require the
following protections: notice; protection against unauthorized disclosures; the right of individuals to
review their records and to find out if these records have been disclosed; the right to request
corrections or amendments; assurances that the information collected or maintained is accurate,
relevant, timely, and complete; and accountability for violations of personal privacy.

For the DCM’s RDE and the DMA's OSADP, in addition to developing a FIPPs implementation plan,
managers may also consider use of Privacy Enhancing Technologies (PET), specifically, user identity
management functionalities that include password resetting and management of lost passwords; and
data masking or automated data-de-identification as data enters the data environments (if data is not
anonymous when collected — a decision being driven by how vehicle-to-vehicle safety is
implemented). For the applications, the recommendation during development is to ensure that only the
minimum amount of PII data is needed for functionality.

A separate report that addresses privacy from the DCM and DMA perspectives will draw from these
options to consider the risks and recommendations for the DCM and DMA technologies and
applications.

Definition

Privacy policies predominantly reflect policies for use PII and the policies associated with the
ways in which organizations treat information that is provided by the user. For the DMA and DCM
programs, a further consideration is the set of policies that guide how the data warehouses
protect any data that contains personally identifiable information (Pll) or that can be used to track
the location of an individual. Within the transportation environment, two elements of privacy are
particularly sensitive:

e Confidentiality of PIl contained in data transmitted for transportation
management or personal mobility purposes.

e |Locational privacy — issue is whether someone’s present location or past
patterns of movement can be determined through electronic means.

There are at least three categories of practices for protecting and managing privacy that are in
use in today’s world:
e Developing and implementing policies that define requirements for privacy protection
and risk mitigation. (Privacy by Policy)
e Designing privacy into systems, technologies and applications to protect users’ data
and to provide users more control over use of that data. (Privacy by Technology)
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e Implementing appropriate physical and technical security measures to mitigate the
risk of exposure or breach. (Privacy by Security)

These three categories, importantly, are not exclusive, but are often combined in practice.
The following defines the options and presents examples in two of these categories—Privacy by
Policy and by Design. Security options were presented in Chapter 2.

The following examples provide the background and definitions that the upcoming report will
reference.

Privacy Policies: State-of-the-Practice Examples

Privacy policies exist for Federal, State, and Local governments, private sector organizations, and
academia.

Federal Policies and Practices

At the Federal level, the 1974 Privacy Act provides the Federal policy as to how Federal agencies
approach privacy; privacy practices are implemented based on the analysis of what data are
required for collection and whether or not they must contain any identifying information, the
implementation practices that describe how the data will be stored/archived and who will have
access to them, the policies and systems that will secure the data against unauthorized use, and
the risks associated with data exposure. Along with this analysis is the commitment to
transparency for users. This approach is known as Fair Information Principle Practices (FIPPs),*
a practice developed by NIST for Federal computer systems and the leading best practice within
the Federal government.

NIST identifies five over-arching principles for protection of Pll. Organizations should:

o |dentify all Pll in their operating environments. While it may seem self-evident, a fundamental
requirement for protecting data privacy is having clear knowledge of the data that are
collected or maintained.

e Categorize the PII confidentiality impact level for all categories of its PII.

NIST cites such factors as the as the ability of individuals to be personally identified, quantity
or the number of individuals who could be identified, sensitivity of the data, legal and
regulatory obligations for privacy protection of particular data sets, and the extent of access
to data by individuals and systems.

o Apply appropriate safeguards based on the PII confidentiality impact level. NIST recommends
operational safeguards, privacy-specific safeguards, and security controls consistent with
varying levels of confidentiality impact. Safeguards include policies and procedures; training
for staff having access to PllI; de-identifying PIl by removing identifiers that can be traced to
specific individuals; controlling access, particularly for mobile devices; encryption of

3 http://www.itl.nist.gov/fipspubs/geninfo.htm
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information or communication; and auditing or monitoring processes and events that affect
confidentiality.

Additional FIPP policies call for “openness about developments, practices and policies with
respect to personal data,” individual “participation” or rights to obtain data pertaining to that
individual, and organizational accountability for complying with policies protecting PIl. Consent,
which is integral to the principle of individual participation, requires individual authorization of the
collection, use, maintenance, and sharing of PII prior to its collection. Timely, uncomplicated, and
inexpensive access to an individual’s Pl records is also fundamental to the principle of
participation. Similarly, the organization must provide a process for individual redress or
correction of inaccuracies in Pll identified as a result of the review process.

The NIST Special Publication Recommended Security Controls for Federal Information Systems
and Organizations (NIST 800-53)44 includes an appendix (Appendix J)45 dealing specifically with
privacy. This appendix catalogs a “structured set of controls for protecting privacy” covering
issues such as individual consent (for collection of Pll), organizational authority to collect data,
minimization of data (i.e., collecting as little Pll as possible), and data disposal. These controls
are intended for use by organizational privacy officials when working with IT staff and project
managers. As such, Appendix J is an effective “toolbox” for protecting cyber-privacy.

Another reference for the ITS Program’s connected vehicle environment is the 2007 document
that describes the Vehicle Infrastructure Integration (VII): Privacy Policies Framework. The VII
Program was the technical research program that engineered technology prototypes for testing;
these technologies form the basis for the connected vehicle environment. The framework
presents definitions for what constitutes privacy within a connected transportation environment,
offering nine principles on which to base the technical research and development, and identifying
limitations and exclusions. This framework is very similar to the NIST 800-53 guidelines and
offers a first step in identifying options for implementing privacy for the connected vehicle mobility
technologies and applications. However, with changes in the mobile environment (particularly
relevant to the DCM and DMA programs) and new policies emerging regarding privacy, *® this
document will undergo review and update in 2012 with an eye toward ensuring a solid privacy
foundation for implementation of the new safety , mobility and environment applications, data
environments, and data sets.

In reviewing examples of federal agencies that have implemented the NIST policies, the
Department of Homeland Security (DHS) is widely-cited as a solid example. The Federal Aviation
Administration’s (FAA) Aviation Safety Reporting System (ASRS) offers an interesting example of
how the Federal government protects privacy under highly sensitive circumstances that require
private sector personnel reporting safety violations or problems.

** http://csrc.nist.gov/publications/nistpubs/800-53-Rev3/sp800-53-rev3-final _updated-errata 05-01-2010.pdf

* http://csrc.nist.gov/publications/drafts/800-53-Appdendix-I/IPDraft_800-53-privacy-appendix-J.pdf

*n particular, the emerging research into the definitions for trusted identities and the identity ecosystem being led by NIST.
Information can be found at: http://www.nist.gov/nstic/identity-ecosystem.html. The definitions of these leading-edge
practices are being developed with industry and are similar to work done by the European Union over the last five years.
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Department of Homeland Security (DHS) 47

DHS’s updated its FIPPs in 2008, to keep pace with changes in technology, and, where
warranted, to make them consistent with the FIPPs of other countries. In keeping with the
Department’s mission, its FIPPs regulate PII tightly; but yet call on the Department itself to
provide transparency, security, notice, and choice to users. The DHS is accountable and
responsible for training all employees and contractors who use PII, while the FTC assumes an
oversight role. The FIPPs do not clearly address how companies or online retailers should work
with privacy laws or how governance should work. Instead, the FTC FIPPs employ an explicit
auditing process to check compliance. Although serving different purposes, the DHS FIPPs are
considered to be comprehensive and highly regarded by the privacy community, and somewhat
stronger than the FTC principles.48

Aviation Safety Reporting System

To be effective and well-used by the intended audience, privacy is a key driver in the system and
organization design of the Aviation Safety Reporting System (ASRS). Pilots, air traffic controllers,
flight attendants, mechanics, ground personnel, and others involved in aviation operations submit
reports to the ASRS when they are involved in, or observe, an incident or situation in which
aviation safety may have been compromised. All submissions are voluntary.

Reports sent to the ASRS are held in strict confidence. More than 880,000 reports have been
submitted to date and no reporter's identity has ever been breached by the ASRS. ASRS de-
identifies reports before entering them into the incident database. All personal and organizational
names are removed. Dates, times, and related information which could be used to construe an
identity are either generalized or eliminated.

The Federal Aviation Administration (FAA) has set policies that provide ASRS reporters with
further guarantees about privacy and additional incentives to make reports. For instance, the FAA
has committed itself to not use ASRS information against reporters in enforcement actions. It has
also chosen to waive fines and penalties, subject to certain limitations, for unintentional violations
of federal aviation statutes and regulations which are reported to ASRS. The FAA's initiation, and
continued support of the ASRS program and its willingness to waive penalties in qualifying cases
is a measure of the value it places on the safety information gathered, and the products made
possible, through incident reporting to the ASRS. *°

State and Local Government Policies and Practices

The majority of State privacy laws are derived from Federal law and practice. A number of States
have instituted statutes that go above and beyond Federal practices. In some cases, it has been
determined by the legal system that Federal law preempts these statutes.

To address the private sector, individual States have adopted variations on the data privacy laws
that are specific to the protection of customer data®® and attempt to balance legal requirements

7 http://www.dhs.gov/xlibrary/assets/privacy/privacy policyguide 2008-01.pdf

*8 Robert Gellman, "Fair Information Practices: A Basic History" (unpublished essay, July 15, 2011), at:
http://bobgellman.com/rg-docs/rg-FIPShistory.pdf

* http://asrs.arc.nasa.gov/overview/confidentiality.html

* For instance, California law 1386 or Massachusetts law MGL 93H.
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with commercial interests. In recognizing differences in commercial interests, State law tends to
address privacy under specific circumstances—online privacy, spam, spyware, opt-in/opt-out
provisions, labeling requirements and use of radio frequency identification (RFID) technologies,
financial information, insurance regulations, and others. In addition to these various statutes,
many States have developed statutes that regulate apply restrictions to business; for example,
regulations on merchants to prohibit requiring any personal information in associated with a credit
card purchase or specific regulations regarding destruction of data. Some States require any
electronic transmission to encrypt personal data. And further, many States have expanded the
definition of PII to include, among other data, driver’s license numbers.

Importantly, many States have enacted laws on security breaches that require consumer
notification when there is a security breach involving PIl. Not all States, however, define breach
in the same manner. Some States require notification upon exposure; other States require
notificastlion only after an investigation has resulted in a finding that the exposure results in “likely
harm”.

From a review of a number of sources, California stands out being the most active in its
development of privacy legislation, with a number of States following California’s example in one
or more areas of privacy law. However, the laws are specific and most do not apply to the
connected vehicle environment. Key lessons learned from review of State privacy laws for
connected vehicle are:

e Most State practices are similar to or are pre-empted by Federal Privacy law.

e Many States have explicit policies for requiring on-line businesses to post a privacy policy
where it is easily seen and accessed.

e Many States define a driver’s license number as personal information but we did not find
evidence of Vehicle Identification Numbers as part of the States’ definition of PII.
However, a number of States note that any details, when coupled with an individual's
name or other identifying information are then considered PII.

e Over 19 states have laws that regulate disposal of business records that contain personal
information.

e Afrequent exemption is for encrypted information. Since encryption practices can range
widely, some States have sought to provide guidance through a common definition that
notes that encryption requires transformation of data into unreadable form.

e One State, Massachusetts, obliges companies to encrzypt the personal information of MA
residents on systems, laptops, and portable devices.’

e There are differing practices for breach of data notifications across the States. This
applies when a business owner outsources data collection and maintenance to another
party. States have varying definitions of who is responsible both for maintaining the
security of the data and notification of consumers in the event of a breach. Some States

> Synopsized from Proskauer on Privacy: State Privacy Laws at:
http://www.pli.edu/product files/booksamples/11513 sample5.pdf
%2201 CMR 17.00 at www.mass.gov/Eoca/docs/idtheft/201CMR1700reg.pdf
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place the full responsibility on the business owner and others look to the party who
maintains the data. >3

e |ast, businesses that operate in multiple States must know and adhere to varying State
laws.

Because the connected vehicle technologies and applications are expected to use encryption
within a dedicated system, most of the State privacy laws are unlikely to apply. However, laws on
breach of data notification and data disposal statutes may be applicable to regional operators
and/or private businesses that collect, aggregate, refine, own a data environment, or provide data
in the connected vehicle system.

Importantly, it is incumbent upon the agencies and businesses to develop their own privacy
practices in line with Federal, State, and local laws.

Private Sector Policies and Practices

The Federal Trade Commission’s (FTC) Bureau of Consumer Protection (BCP) enforces laws
that protect consumers against unfair or deceptive practices. Specifically, the FTC oversees
consumer privacy, children’s privacy, credit reporting, data security, and financial institutions. The
FTC also develops and provides guidance on advertising and marketing practices, credit and
finance practices, and privacy and security practices.

For many companies, collecting sensitive consumer and employee information is an essential
part of doing business. The FTC has the authority to ensure that if a company collects this type of
information, that they follow their legal responsibility to take steps to properly secure or dispose of
that data.

The FTC privacy and security guidelines for business are derived from the NIST 800-53
guidelines. The FTC recognizes that there is no “one-size-fits-all” approach>*; however,
businesses recognize that consumers’ value privacy in addition to convenience, many private
organizations have gone beyond what they are legally required to do and adopted additional
practices that are similar to the FIPPs.

In the early 2000s, the FTC experienced pressure from advocacy groups and critics to change its
approach to FIPPs, which had been criticized as weakly written and weakly enforced. In
response, the Commission began to explore privacy issues and legislations through roundtables,
studies, and by talking to stakeholders. From that research, the FTC developed a new set of
FIPs principles. In drafting its new principles, the FTC responded to public outcry over well-
publicized instances in which companies disclosed users’ personal information.

The FTC released a preliminary Proposed Framework for Businesses and Policymakers in
December 2010.%° The new principles would apply to all commercial entities that use consumer

>3 State security breach notification laws http://privacylaw.proskauer.com/2010/04/articles/data-breaches/its-not-
too-late-to-come-to-the-party-mississippi-joins-45-other-states-by-enacting-security-breach-notification-law

** See the FTC guidance, Protecting Personal Information: A Guide for Business at:
http://business.ftc.gov/sites/default/files/pdf/bus69-Protecting-Personal-Information-guide-business 0.pdf

>3 "Protecting Consumer Privacy in an Era of Rapid Change: A Proposed Framework for Businesses and Policymakers,"
Federal Trade Commission, last modified December 2010, http://www.ftc.gov/0s/2010/12/101201privacyreport.pdf. 41-42.
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data. The principles encourage companies to incorporate consumer privacy into all aspects of
company culture and product development and service lifecycles. In following the principle of
Policy by Design, companies incorporate substantive privacy protections into practices applying
to data security, collection limits, retention, and accuracy. Similarly, the FTC requested that
companies make their data practices more transparent by shortening, clarifying, and
standardizing privacy notices. Companies must also obtain affirmative express consent to use
consumer data in a method that differs from that originally expressed.

On the consumer side, the FTC wants consumers to be able to access data about themselves in
order to be able to correct it and/or limit the information. Additionally, FTC is encouraging
companies to simplify the choice mechanism that they present to consumers; that simplification
means only notifying them of data usage policies that fall under a list of “commonly accepted
practices.”

Significantly, the Proposed Framework for Businesses and Policymakers Model outlines no
punishments or enforcement methods for companies that do not follow these rules. Predictably,
privacy advocates have criticized the FTC’s new privacy principles for being too weak. On the
other hand, the FTC has earned praise for some aspects of its FIPPs, such as the privacy
principles lasting for the entire lifecycle of a product or service, and the Do Not Track (DNT)
mechanism to protect consumers from online behavioral advertising.

Academic Research Policies and Practices
Academic institutions that conduct research have unique challenges with regard to privacy—

e Highly sensitive personal information is typically the foundation of research and
can include health information, behavioral and psychological information,
economic data, and others. Exposure can lead to job loss, insurance loss, social
stigmatization, or damage to economic or social status.

e Large databases are developed to look longitudinally across time at individuals
as well as to compare and contrast segments of individual data against others.

A common practice is to mask data so that an individual is not easily identified by a
record. However, characteristics associated with an individual are critical elements in
research. The more characteristics that are recorded, the more a researcher is able to
control for variables that might influence results. However, each additional characteristic
adds to the ease of associating a record with an individual.

A number of policies tend to govern academic research; many of them are specific to the
type of research being conducted. Most of these regulations are targeted at researchers
that deal with human subjects (for instance, National Institutes of Health’s Certificates of
Confidentiality, the Food and Drug Administration’s Informed Consent requirements in 21
CFR, or what is known as the “Common Rule”, CFR Title 45, Part 46, which defines
human subjects and provisions for privacy).

Two lessons learned are identified by reviewing academic research practices regarding
privacy:

e |f the research has Federal funding associated with it, Federal regulations apply
and the institution typically follows FIPPs to provide appropriate notifications
regarding its collection and use of data. A sampling of academic examples noted
that most appear to ensure that as long as an individual is associated with
research, the individual is kept informed about data use. Also, most Federal
regulation allows the institution to decide what level of security is appropriate.
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e Most of the research practices reviewed tend to employ de-identified data sets.
In the past, this was done manually through coding a record and storing the data
about the individual (name, address, etc.) in a separate location with the code.
As the next section will describe, such practices are becoming increasingly
automated.

Privacy Technologies: State-of-the-Practice Examples

PETs provide a set of tools for “de-identification” of data to protect PIl. PET allows online users to
protect the privacy of their Pll through the use of computer applications and mechanisms
implemented in conjunction with online services or applications. PET functions as a system of
measures that minimize personal data, preventing unnecessary or unwanted (Processing of
personal data, without the loss of the functionality of the information system.*® Goals of PET are
to provide users with the ability to control their personal data, minimize the extent of personal
data maintained by organizations, protect their identities, effectuate informed consent, track the
transfer of their data, and exercise their legal rights of data inspection, correction, and deletion.

Examples of existing privacy enhancing technologies include:

¢ Communication “anonymizers” — hide real online identity of individuals and replace it with
a non-traceable identity;

e Shared fake online accounts with false identifying information that users then use to
publish their user-ID and password on the Internet.

e Access to personal data — service provider infrastructure allows users to inspect, correct,
or delete their personal data stored by a service provider.

Electronic Identity Management (IdM) — renders electronic communications anonymous. [dM
applies to user credentials, the means by which users might log on to an online system and —
since the advent of phishing attacks — the management of individual identities by service
providers. The term “National Identity Management” has been used in relation to online
government services.

Removal of PIl from data sets prior to release presents a challenge to entities administering open
data environments. Manual data scrubbing is highly labor intensive and, in any case, is unlikely
to be able to keep pace with the volume of data in active environments such as those envisioned
for DCM / DMA. Fortunately, automated Pl redaction software solutions exist; and public
agencies are beginning to use them to provide identity theft protection for public records.”’

PETs can be grouped into four categoriesss:

5 Van Blarkom, Borking and Olk 2003.

*7 See, for example: http://www.csisoft.com/company/displaynews.php?item=46\

*8 This typology and decision process is summarized from Chapters 4 and 7 of Koorn, R. et al. (KPMG), Privacy-Enhancing
Technologies: White Paper for Decision-Makers. 2004. Produced by KPMG Information Risk Management for the Dutch
Ministry of the Interior and Kingdom Relations. http://www.dutchdpa.nl/downloads overig/PET whitebook.pdf
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General PETs: Commonly practiced techniques for maintaining and managing personal
data, including encryption, user access control, and data masking;

Separation PETs: Separating the personally identifiable data from other data and linking
the two (or more) databases through an identity protector; also known as developing
“pseudonymity” or employing “communication anonymizers”;

Privacy Management Systems: Privacy management software tightly integrated with
databases containing personally identifiable data; and

Anonymization: Destruction or avoidance of personally identifiable data, including
automated data scrubbing or cleansing; also known as “de-identification”

A KPMG report on Information Risk Management offers a graphic that summarizes the different
levels of effectiveness among the different categories:

Effectiveness of the PET-option

A

Anonymisation

Privacy
Management
system

Separation of
data

General PET
controls
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Figure 3.1. PET staircase: Effectiveness of the different PET options59

In overarching terms, general PET controls are less effective than a separation approach, which
is in turn less effective than a privacy management system. Anonymization is the most effective.
The selection of a PET approach is guided by the extent to which the application in question
requires PII to function. Where Pll must be used and maintained to allow full functionality, a less
effective PET approach must be used. Where PII is not required, anonymization is a viable
option.

Potential future PET that currently are the subject of research or development include: User
identity management functionality includes user information self-service; password resetting;
management of lost passwords, workflow, provisioning and de-provisioning of identities from
resources.

o Wallets of multiple virtual identifies — allow the efficient and easy creation, management,
and use of virtual identifies;

e Anonymous credentials — reveal only as much information as the holder of the credential
is willing to disclose;

¢ Negotiation and enforcement of data handling conditions — limit the type of data and the
conditions that apply to handling personal data such as whether it may be sent to third
parties and the conditions under which the data will be deleted.

The National Renewable Energy Laboratory and the FAA's Confidential Close Call Reporting
System are prominent examples of the use of data privacy technologies and protocols.

Renewable Energy Laboratory (NREL)

NREL has developed the Transportation Secure Data Center (TSDC) to provide an option to
transportation planning agencies60 to collect and analyze trends based on data that has identify
information associated with it, and to house detailed transportation data from a variety of sources
for continued and expanded research. The TSDC securely archives data sets and supports
research efforts to build accurate and reliable real-world models. The TSDC will make past and
future data available to broader groups, such as metropolitan planning organizations (MPOSs) or
municipalities, as well as to new data users at automobile manufacturers, national laboratories,
the DHS and the U.S. Department of Energy (DOE).

TSDC scrubs raw data for use by a wider group, removing any confidential information. The
resulting cleansed data, which includes high-level summary statistics and second-by-second
speed profiles (with latitude/longitude information removed), is freely available for download. The
TSDC'’s two levels of access make composite data available with simple on-line registration, and

* From page 33 of Koorn, R. et al. (KPMG), Privacy-Enhancing Technologies: White Paper for Decision-Makers. 2004.
Produced by KPMG Information Risk Management for the Dutch Ministry of the Interior and Kingdom Relations.
http://www.dutchdpa.nl/downloads overig/PET whitebook.pdf

60 Agencies at the Federal, State, and municipal levels.
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allow researchers to use detailed spatial data after completing a more rigorous clearance
process.®

The Confidential Close-Call Reporting System

The Confidential Close-Call Reporting System (C3RS) is a Federal Railroad Administration (FRA)-
funded, voluntary, confidential demonstration project designed to improve safety practices within
the railroad industry. It is designed to gather information about potentially unsafe conditions, or
close call events, that pose the risk of more serious consequences. As a demonstration project,
the C°RS is exploring how to adapt a confidential reporting system to the needs of the U.S.
railroad industry and to evaluate its effectiveness in improving safety programs for railroad
carriers and their employees to report close calls without receiving disciplinary action. Within
C°RS, confidentiality is ensured in the removal or de-identification of personal and carrier
information from a close call report. In other words, the identity of the reporting employee or
anyone mentioned in the report cannot be determined. This creates an environment in which
more information is likely to be disclosed. %2

Lessons Learned

Privacy and open data are not antithetical. Protecting privacy in an open data environment does,
however, require careful attention. Entities supplying open data and/or administering data
environments must thoughtfully develop their own principles regarding the need for identifying
data and the uses of such data or “scrub” data (using automated PII redaction systems if
possible) prior to release, to remove PII. Additionally, agencies must ensure that strict policies
and procedures that protect the data and guide who can access it and for what purposes. The
above described models present a range of policy and procedural options to guide the DCM /
DMA development effort—the VII Privacy Framework, FIPPs, secure and protected data
environments, and secure reporting systems with limitations on data use. In addition, Chapter 4
presented options for User Access Policies and Controls which illustrated how access to open
data environments can be controlled, and, when warranted, limited to further enhance privacy.

One common approach to protecting the privacy of personal information online used in private
sector commercial applications is the “opt out,” in which users can use tools or follow procedures
to limit and control the tracking of their online activities. A recent Carnegie Mellon University's
study, “Why Johnny Can’t Opt Out: A Usability Evaluation of Tools to Limit Online Behavioral
Advertising," found, however, that online opt-out tools were difficult for users to understand and
configure. ° Users approve of “Do Not Track” features provided by major web browsers, but tend
to harbor doubts concerning their effectiveness, due to concerns that advertisers will not honor
privacy restrictions. Primary lessons relevant to DMA and DCM are that user-initiated privacy
controls must be clearly comprehensible and user-friendly. A preferable approach may be to
provide “opt in” options. Also, it is crucial that organizations communicate privacy protections
clearly to users and earn user trust by adopting data privacy as a fundamental cultural value.

®! http://www.nrel.gov/vehiclesandfuels/secure transportation data.html

82 http://www.closecallsrail.org/Default.aspx

&3 Why Johnny Can’t Opt Out: A Usability Evaluation of Tools to Limit Online Behavioral Advertising, CyLab Carnegie Mellon
University, October 31, 2011.
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Additionally, as the DCM and DMA programs start their efforts to prototype systems,
technologies, and applications, the use of PETs should be considered as a means of
demonstrating effectiveness but also to identify costs and institutional challenges. The proper
approach to managing privacy through PETs, however, is best identified only after conducting an
application-specific or technology-specific analysis to identify data needs and determine if PETs
limit the information to much and thus limit functionality or performance.

Conclusion

Protection of privacy in open data environments is challenging, as is the case with data security.
However, well-established policies, guidance, and tools exist to address this critical need.

Next Steps

o |dentify the key privacy risks inherent in the open data and open data
environments anticipated for the DCM / DMA technologies and applications.
Structure this inquiry phase according to the privacy risk categories outlined
in NIST 800-53 “Appendix J” (See paper on Privacy Analysis).

e Using the tools provided in Appendix J, develop approaches to mitigate
privacy risks.

e Analyze where PETs most effectively apply to the DCM / DMA technologies
and applications.

e Pilot test the privacy approaches to understand the level of burden they
impose on participating entities. Adjust where appropriate.

e Develop guidance documents outlining the privacy protection approaches
and their application
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Chapter 4 User Access Polices and
Controls

Recommended Policy Option

Careful consideration of user access issues and risks at the program, portal, and project level
is recommended, along with development of appropriate user access policies that match the
level of restrictiveness to the sensitivity of various data, source code, or applications. Access
classes and policies must be developed in conjunction with the Open Source community to
foster user collaboration and acceptance.

At the development portal level, Forge.mil provides a good model for developing high-security
user access policies, whereas ITdasboard.gov represents a well-designed approach to access
in the case of low-security, public access data.

Definition

User Access policies specify who can access, use, and contribute to a website. User Access is often
defined in legal documents called “User Acces