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October 2006 to December 2006 
 

Argonne National Laboratory initiated a program 

with the US Department of Transportation (USDOT) 

in late 2006 to establish the Transportation Research 

and Analysis Computing Center (TRACC). As part of 

the TRACC project, a national supercomputing user 

facility was established to provide high performance 

computing and advanced modeling services to the 

U.S. transportation community, 

with full operations starting in 

2007. 

The technical objectives of the 

TRACC project included the es-

tablishment of this high perfor-

mance computing center for use 

by USDOT research teams, in-

cluding those from Argonne and 

their university partners, and the 

use of advanced computing and 

visualization facilities for the con-

duct of focused computer re-

search and development pro-

grams in areas specified by 

USDOT. 

The initial set of activities identi-

fied by USDOT included:  (1) traf-

fic modeling and simulation and emer-

gency transportation planning; (2) 

mesh-free methods for analysis of op-

timum design of safety structures; and 

(3) multi-dimensional data visualiza-

tion. Other focus areas were added 

later. 

Transportation research and demon-

stration projects at TRACC focused on 

the exchange of research results with 

the private sector and collaboration 

with universities to foster and encour-

age technology. Argonne’s university 

partners included the University of Illi-

nois and Northern Illinois University. 

At the beginning of the project, the 

plan included building a facility at the 

DuPage National Technology Park 

near the DuPage Airport in Illinois. Occupancy was 

expected as early as February 2008. These plans 

were later abandoned in favor of building TRACC out 

at an existing facility (the DuPage Airport Flight Cen-

ter). 

Concurrently, a large additional project for the Illi-

nois Department of Transportation was established to 

extend and improve the Chicago Metropolitan Area 

TRANSIMS model. Funding agencies for this work 

were the Illinois Department of Transportation, Illinois 

Terrorism Task Force, the Illinois Emergency Man-

agement Agency, and the Federal Highway Admin-

Development of a regional transportation simulation model for the City of Chicago 
was started. The network consisted of 40,000 road segements and 22,000 
intersections, and utilized the USDOT-developed TRANSIMS simulation software 
package 

The DuPage Airport Flight Center was chosen as a suitable location to 
facilitate technology transfer to USDOT and collaborators in academia and the 
industry 
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istration (FHWA). The focus of the project 

was on using TRANSIMS to analyze 

emergency evacuation options for the City 

of Chicago. 

At this point in time, discussions started 

with the FHWA Turner-Fairbank Highway 

Research Center to explore computational 

fluid dynamics support. 

 

January 2007 to March 2007 
 

Recognizing the computational demands 

of the TRANSIMS software for large metropolitan ap-

plications, a plan for the development of a parallel 

version of the latest version of TRANSIMS was de-

veloped in discussions among colleagues at FHWA 

and their consultants, Argonne, and colleagues from 

Northern Illinois University, who later conducted the 

corresponding parallelization task. The statement of 

work written for NIU focused on the development of 

routing and microsimulation techniques for TRAN-

SIMS, and work was initialed later in 2007. 

Argonne and FHWA colleagues also discussed and 

proposed that the initial focus of the visualization task 

be directed toward enhancing the visualization capa-

bilities of the TRANSIMS traffic simulation code.  This 

recommendation was approved by Ms. Lydia Merca-

do, the USDOT program manager. The key investi-

gators were chosen for this project at the National 

Center for Supercomputing Applications at the Uni-

versity of Illinois in Urbana Champaign. 

A critical component of the TRACC program was 

the acquisition and deployment of a massively paral-

lel computing system that would be suitable for 

transportation applications used by the USDOT re-

search community. The detailed technical specifica-

tions, statement of work, acceptance plan, proposed 

bidders list and evaluation criteria were transmitted to 

the Argonne Procurement Department on March 23, 

2007.  

Initial efforts also focused at this time on facilitating 

the use of the TRACC facility for Computational Fluid 

Dynamics (CFD) applications by the FHWA’s Turner-

Fairbank Highway Research Center. Turner-Fairbank 

identified at that time the commercial CFD software 

FLUENT as their analysis tool of choice, and most 

initial effort had been focused on the acqui-

sition of a FLUENT license for use on the 

existing Argonne JAZZ computing platform 

and, eventually, the TRACC computing 

cluster that was anticipated to become 

available during the summer of 2007. 

Argonne personnel would also provide 

training to Turner Fairbank users on ac-

cessing and use of the computational plat-

forms, and would provide supplemental 

support in the application of FLUENT, as 

well as independent simulations using 

FLUENT or other software to help ensure 

the successful application of CFD analysis 

tools to applications of interest.  Initial appli-

cation areas included the evaluation of lift 

and drag forces acting on flooded bridge 

Error! No text of specified style in document.The original concept of a high 
performance cluster to be acquired for TRACC, and its integration into exist-

ing resources at Argonne and the new TRACC facility at the DuPage airport 

The sketch below shows the proposed development of the DuPage Na-
tional technology Park, including proposed locations for a TRACC facility. 

The development of the park stalled in 2007, and the TRACC facility re-
mained at the DuPage Airport Flight Center until its move back to the Ar-

gonne site in December 2010. 
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decks and the analysis of riverbed scour under 

bridges in flooding conditions. 

It also became evident that Computational Structur-

al Mechanics (CSM) capabilities would be needed for 

the assessment of many safety issues that were of 

major concern to USDOT.  These included (but were 

not limited to) the following areas: crashworthiness 

with focus on automotive and truck impact into road-

side hardware (guardrails, portable concrete barriers, 

bridge supports, etc.); collision safety for new high-

speed passenger rail corridors, which includes 

crashworthiness and occupant survivability; dynamic 

analysis of highway bridge superstructures; and air-

craft impact into water or soft soil.  

Based on discussions with experts at TFHRC, a po-

tential new application for TRACC focused on model-

ing and simulation of structural responses of bridge 

decks to aerodynamic loading, which in turn led to 

aerodynamic-structure coupling 

requiring the simultaneous use of 

computational structural mechanics 

and computational fluid dynamics 

simulation codes. The proposed 

512 CPU parallel machine would 

greatly reduce simulation times for 

existing models, providing results in 

less time and allowing significantly 

more simulations to be performed. 

 

 

 

April 2007 to June 2007 
 

Acquisition of the parallel computing sys-

tem progressed significantly at that time. The 

formal Argonne procurement process was 

initiated in March, and the request for pro-

posal (RFP) was formally issued in early 

April 2007. Responses from a number of 

vendors were received in early June, 2007. 

The key component was a massively parallel 

computer, with 512 computing cores in a 

128-node configuration, and an expected 

peak performance of several teraflops. 

Technical and software licensing discus-

sions with providers of key engineering soft-

ware, including LS-DYNA, FLUENT and STAR-CD, 

were also initiated at the time. Key application soft-

ware in transportation planning and analysis, includ-

ing the TRANSIMS microsimulation traffic analysis, 

computational 

fluid dynamics, 

and computa-

tional structural 

mechanics, were 

part of a thor-

ough testing and 

acceptance plan 

and would be 

available to ex-

ternal users 

when the TRACC system became formally available 

to the user community a few months later. 

On June 1, the TRACC 

team also occupied its in-

terim offices in the DuPage 

Airport Flight Center, which 

were planned to be the 

home of TRACC until more 

permanent facilities would 

be available in the DuPage 

National Technology Park. 

Due to the lack of devel-

opment at the park, 

TRACC finally moved back 

to the Argonne site in De-

cember of 2010 to collabo-

The DuPage National Technical Park’s Communcations Center was 
chosen to house the TRACC HPC cluster until a more permanent facility 

could be found 

TRACC Offices at the DuPage 
Airport Flight Center 
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rate more closely with other research groups at the 

laboratory. 

Co-location with the TRECC facility (the existing 

NCSA facility on the third floor of the flight center) 

improved collaboration capabilities, and provided sig-

nificant cost savings on telecommunications, network-

ing, and operational costs to the overall project. These 

facilities and resources were in close proximity to the 

other university partner, Northern Illinois University, 

and allowed for more effective collaboration with NIU 

faculty and students in the applications areas defined 

by the work plan. 

Transportation Systems Modeling 

At the time, huge progress was made on the trans-

portation simulation model 

for the Chicago Metropoli-

tan Region. The network, 

received from CMAP, was 

fully converted to the for-

mat needed by TRAN-

SIMS, and many details 

were added to improve the 

fidelity of the road repre-

sentation. The network 

was highly detailed in the 

business district and rather 

sparse in the outlying 

areas (towards Milwaukee 

in the north and Michigan in the East). The network 

size was suitable to run full scale simulations to explore 

the limitations of the existing computing systems in 

preparation for extensive testing of the soon to be 

delivered TRACC 

HPC cluster. 

In addition to 

the road network, 

complex model 

details including 

conversion of the 

various trip tables 

had to be per-

formed, and 

methods were 

being developed to make use of TRANSIMS features 

considered important for its use as an emergency 

evacuation planning tool. 

At the time, data was obtained for the inclusion of 

transit modeling in the 

TRANSIMS model. This 

included routes and trip 

tables obtained from 

CMAP. The inclusion of 

mass transit capabilities in 

the model was an im-

portant step for using the 

software for emergency 

evacuation models. 

Another important added 

capability was a system 

for shared software devel-

opment, so that developers at Argonne as well as 

other collaborators could reliably use the same code 

base for their development. Based on Argonne’s pre-

vious experience with shared software development,, 

the SVN system was implemented and still forms the 

basis for the shared development of TRANSIMS and 

other related tools. 

Argonne also implemented a contract with Northern 

Illinois University to work on the parallelization of 

some of the TRANSIMS components. While the orig-

inal emphasis of TRANSIMS was on a parallel im-

plementation of dynamic traffic modeling algorithms, 

the most recent version 4 had been written with sin-

gle processor logic in mind, much surpassing the per-

formance and usability of previous TRANSIMS ver-

sions, but lacking in the extensibility required for full 

scale regional models. 

Around this time, the large independent project for 

the Illinois Department of Transportation went into 
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effect as well. This work complemented the model 

development at Argonne, and added resources 

through the inclusion of collaborators from Northern 

Illinois University. A group of 9 students from NIU 

was scheduled to start working at CMAP’s offices in 

the Sears tower to edit the network and improve the 

fidelity of the model. An additional cadre of 4 mas-

ter’s students and one PhD student started work at 

TRACC to implement software and develop method-

ologies to perform this work for IDOT. 

Two of these students graduated with advanced 

degrees, Ph.D. and M.S., and are still working at 

TRACC to this day (as staff members), and have 

been invaluable with their contributions to the area of 

transportation simulation research. Their task was, at 

the time, to devise methods to implement road clo-

sures and traffic redirections in the model, to be used 

by emergency responders during large scale evacua-

tions. 

Advanced Visualization 

 

One of the obvious needs iden-

tified in traffic modeling was the 

development of an effective 

strategy to visualize the results 

and thus communicate complex 

results in a clear, vivid, and opti-

mized manner to a variety of tar-

get audiences. A computer simu-

lation of over 25 million daily trips 

in the Chicago Metropolitan Area 

led to an enormous amount of 

data, including the exact loca-

tions of all travelers at all times, 

delays at all road segments and 

intersections, traffic signal queues, and much more. 

Due to the fact that the above-mentioned details are 

largely the result of simulating the travel behavior of a 

synthetic population, these microscopic results were 

possibly of limited value without further processing. 

The raw results were important to validate certain 

aspects of the simulation and to increase confidence 

in the results obtained, but it proved to be more im-

portant to derive a number of macroscopic results 

that described the traffic flow in more general terms, 

e.g. travel times on road segments, congestion hot 

spots, and the overall effect of the scenarios being 

modeled compared to normal day base cases. The 

concepts formed the basis for the visualization pro-

ject initiated with NCSA at that time. 

Computational Fluid Dynamics 

 

The analysis support for hydraulics research with an 

emphasis on bridge flooding and scouring was one of 

the identified collaboration opportunities supporting 

FHWA programs. Argonne researchers worked with 

Turner-Fairbank Highway Research Center (TFHRC) 

personnel to study Computational Fluid Dynamics 

(CFD) techniques for simulating open channel flow. 

Reduced scale experiments conducted at the TFHRC 

hydraulics lab provided data to establish a validated 

CFD-based advanced simulation methodology to ad-

dress the research needs of the transportation com-

munity in a spectrum of focus areas ranging from 

coastal to inland to environmental hydraulics. 

The CFD simulations were anticipated to address a 

range of hydraulics research including, but not limited 

to: the assessment of lift and drag forces on bridge 

decks under various flood conditions, optimization of 

bridge deck shapes to minimize pressure flow scour, 

analysis of sediment transport and its influence on 

scouring, evaluation of active or passive scour coun-

termeasures to mitigate the damage, and addressing 

environmental issues such as fish passage through 

culverts. In this effort, the applicability of commercial 

CFD codes for prediction of these phenomena were 

to be investigated, and the agreement between the 

software predictions and experimental data from 

Initial results for the flow field for a flooded inundated bridge with six girders. The 
bridge surface is surrounded by concrete walls. 
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TFHRC flumes would be determined for various 

modeling options. The scalability of these simu-

lations to large numbers of processors, particu-

larly for the simulation of full-scale bridge deck 

interactions, would be evaluated and guidelines 

would be developed for the decomposition of 

problems of this type. 

On May 22, 2007 a team from the University of 

Nebraska visited Argonne for a training session 

on using Argonne’s parallel computing re-

sources for their simulations. During their visit, 

they were provided with the needed software 

components and procedures to run parallel cas-

es with FLUENT. After acquiring a new FLUENT 

license for two seats and 20 processors, the 

components of the FLUENT software suite were 

installed on Argonne’s 350-node Linux cluster 

JAZZ, and an interactive parallel FLUENT run sub-

mission script was tailored and provided for the Uni-

versity of Nebraska researchers’ exclusive use. 

In parallel, a new team from the University of North-

ern Illinois attended a week-long CFD foundation 

training session from June 4 to 8 in Michigan, receiv-

ing training on basic CFD concepts and the STAR-

CCM+ and STAR-CD software. Following the train-

ing, the STAR-CD and related software have been 

installed on NIU computers, and two technical ex-

change meetings were held in DeKalb, Illinois to dis-

cuss the scope and initial direction of 

the project. 

 

July 2007 to September 2007 
 

The computer acquisition process 

was completed and the parallel com-

puter system, consisting of 128 com-

pute nodes with 4 cores each, was se-

lected from a company called LiNuX 

NetworX.  The procurement process was concluded 

and the purchase requisition was issued shortly after 

the end of the quarter, on Oct. 5, 2007. The vendor 

planned on providing the system to Argonne within 

60 days, at which time, a 30 

day evaluation period would 

take place, testing general 

system performance and, 

where possible, examining 

performance of the system 

on application codes in the 

key areas of interest to 

USDOT and TRACC on traf-

fic simulation, computational 

fluid dynamics and computa-

tional structural mechanics. 

The machine also provided 

The first TRANSIMS Training Course at TRACC, held for TRACC 
staff and members of the team from Northern Illinois University and 

NCSA at the University of Illinois In Urbana Champaign 
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a much larger than anticipated hard drive system, 

which turned out to be a very important feature for 

the work eventually performed at TRACC. It also in-

cluded a 300 tape robot library, and other compo-

nents such as login servers, IO servers, admin serv-

ers, Infiniband and Ethernet switches, and much 

more. 

Computational fluid dynamics 

 

Development efforts were focused on the analysis 

of lift and drag forces on inundated bridge decks un-

der flooded conditions, work that started earlier in the 

year. The CFD models for the TFHRC flume tests 

were developed to validate them for prototypical 

open channel flow conditions. A key objective of this 

effort was to evaluate the capabilities of state-of-the-

art computational fluid dynamics 

codes for the prediction of experi-

mental results for lift and drag forces 

on experimental tests on inundated 

bridges being conducted at Turner 

Fairbank Highway Research Center.  

Argonne staff worked with colleagues 

from the University of Nebraska and 

Northern Illinois University (NIU) on 

the examination of CFD results and 

the development of “best practices” 

for the application of CFD to these 

open channel flows. 

Colleagues from the University of 

Nebraska and at TFHRC were using 

the commercial software FLUENT on the massively 

parallel computing system at the Argonne Mathemat-

ics and Computer Science Division, JAZZ, where the 

CFD software had been previously installed. 

In addition, Argonne and NIU colleagues were using 

the commercial software STAR-CD on Argonne and 

NIU computing facilities. Early results focused on the 

examination and determination of best practices for 

these kinds of problems, with emphasis on mesh 

spacing, time step selection and turbulence model-

ing. 

Computational structural mechanics 

Computational Structural Mechanics (CSM) was 

used for the assessment and resolution of many 

safety issues that were of major concern to USDOT. 

TRACC started exploring capabilities needed to sup-

port USDOT efforts in this area. Applications at 

TRACC would include potentially the following areas: 

crashworthiness with focus on automotive and truck 

impact into roadside hardware (guardrails, portable 

concrete barriers, bridge supports, etc.); collision 

safety for new high-speed passenger rail corridors, 

which includes crashworthiness and occupant sur-

vivability; dynamic analysis of highway bridge super-

structures; and airframe impact into water or soft soil.  

A potential new application for TRACC centered on 

modeling and simulation of the structural response of 

bridge decks to aerodynamic loading. 

The CSM software needed for the simulations de-

scribed above required the use of advanced compu-

tational algorithms: mesh-based finite element algo-

rithms and mesh-free algorithms. The finite element 

method was ideal for a large number of 

the problems of interest to DOT. How-

ever, for the more recent structural 

problems that DOT researchers were 

addressing — which exhibit significant-

ly large deformations — mesh-free 

methods had to be employed to get 

realistic results.  The following were 

some examples that required mesh-

free methods: the simulation of guard-

rail post-soil interaction during impact, 

the simulation of car occupants during 

side impact accidents and the simula-

tion of aircraft impacts into water and 

soft-soil.  

 



TRACC/USDOT Y6Q4                                                                                                                             Page 10 
 

 

October 2007 to December 2007 
 

The DNTP Communications Building was 

equipped to house the TRACC Phoenix HPC 

cluster and was already a fully equipped and op-

erational communications and networking facility, 

remotely alarmed, and monitored as a restricted 

access facility.  

This facility and existing infrastructure provided 

substantial installation and operating cost savings 

for TRACC. The key facility resources/capabilities 

included:  

 A heating system designed for heat loss of 

6.8 KVA; 

 Approximately 20 to 30 Tons Liebert fan coil (air 

cooled) units with temperature and humidity 

controls; 

 FM-200 Clean Agent Fire Suppression System; 

 Uninterruptible Power System providing a min-

imum of 150 kVA and a minimum or 120 kW 

output for 30 minutes; 

 Two turbocharged and after 

cooled, 10cyl, diesel engine 

emergency generators rated at 

800 amps (fuel tank provides 

26.3 hours at full load); each 

generator providing 600kW, 

480/277 volts, 800A service. 

During this quarter the agreement 

between the DuPage Airport Author-

ity and Argonne was formally exe-

cuted and the contracts for electrical and cooling 

modifications to support the Center were established. 

From December 5-7, the system administrator for 

the TRACC cluster participated in milestone ac-

ceptance testing of the cluster at 

LiNuX NetworX’s offices in Utah. The 

testing consisted of basic functionality 

testing to ensure that all the require-

ments specified in the contract award 

were materially satisfied, followed by 

48 hours of stability testing to burn-in 

the cluster hardware and to ensure 

that the system functioned reliably un-

der heavy load. No significant prob-

lems were discovered during this on-

site testing.  

Onsite testing was followed by re-

mote application testing and bench-

marking from December 10 to 17. This 

testing involved running standard test 

cases for LS-DYNA, STAR-CD, and TRANSIMS, as 

well as TRACC’s own test cas-

es. These software packages 

were representative applica-

tions for USDOT capabilities 

needed in the areas of compu-

tational structural mechanics, 

computational fluid dynamics, 

and traffic simulation. The 

overall performance of the clus-

ter during the application testing 

The TRACC HPC cluster Phoenix at the vendors facility during 
remote testing and evaluation 
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was extremely good. 

Visualization technologies were also a key compo-

nent of the TRACC implementation. As noted earlier, 

the availability of visualization facilities and their use 

in the application area identified as multi-dimensional 

data visualization was tied to the use of the facilities 

of the Technology, Research, and Education Com-

mercialization Center (TRECC), a facility of the Uni-

versity of Illinois’ National Center for Supercomputing 

Applications housed on the third floor of the DuPage 

airport flight center. TRACC signed a memorandum 

of understanding with TRECC, and a cooperative use 

agreement was finalized to give TRACC access to 

the facility as needed. 

Bridge Hydraulics Simulations 

 

The analysis support for hydraulics research with an 

emphasis on bridge flooding and scouring has been 

one of the identified areas of study to support Federal 

Highway Administration programs. Argonne re-

searchers and its subcontractor, Northern Illinois 

University (NIU), worked in collaboration with the re-

searchers at the Turner-Fairbank Highway Research 

Center (TFHRC) and its subcontractors at the Uni-

versity of Nebraska (UNE) to study Computational 

Fluid Dynamics (CFD) techniques for simulating open 

channel flow around inundated bridges. In this effort, 

reduced scale experiments conducted at the TFHRC 

hydraulics laboratory established the foundations of a 

CFD-based simulation methodology to address the 

research needs of the transportation 

community. The overall objective of this 

effort was to establish validated computa-

tional practices to address the research 

needs of the transportation community in 

bridge hydraulics via simulations. 

The CFD simulations addressed a range 

of hydraulics research including the as-

sessment of lift and drag forces on bridge 

decks when flooded, optimization of 

bridge deck shapes to minimize pressure 

scour, and addressing environmental is-

sues such as fish passage through cul-

verts. In this effort, the applicability of the 

commercial CFD software for prediction of 

these phenomena was investigated, and 

good agreement between the computed 

predictions and experimental data from TFHRC 

flumes was established for various modeling options. 

The Argonne and NIU teams were using STAR-CD, 

while TFHRC and UNE teams were using FLUENT in 

their simulation efforts. 

Computational structural mechanics 
 

Initially, the major focus was on evaluating the per-

formance of the new Phoenix cluster using repre-

sentative problems from bridge dynamics and crash 

simulation. The first cluster performance evaluation 

was done using an input file prepared by Turner-

Fairbank Highway Research Center and was a nu-

merical model (finite element) for the Bill Emerson 

Memorial Bridge (BEMB), which is a cable-stayed 

bridge, located over the Mississippi between Cape 

Girardeau, Missouri and East Cape Girardeau, Illi-

nois. 

The three-dimensional finite element model for one 

of the two major structural subsystems of the BEMB 

consists of over 500,000 finite elements to represent 

the bridge structural components including the stay 

cables. 

For 16 cores, the TRACC cluster required 8.61 days 

and the Thinkmate (a 16 core cluster at TFHRC ) re-

quired a little over 14 days, which indicated that for 

the same number of cores the TRACC cluster was 

significantly faster, especially for large scale prob-

lems. 
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January 2008 to 

March 2008 
 

Prior to installation of 

the cluster the Argonne 

Mathematics and Com-

puter Science Division 

(MCS) and Computing 

and Information Systems 

Division (CIS) scheduled 

activities to ensure the 

TRACC cluster was inte-

grated into the Argonne 

computing infrastructure 

upon installation and 

power up. As a result of 

this prior planning and up-

front work, account provi-

sioning, authentication, 

and access to the overall network was achieved on 

January 19, three days after initial power-up of the 

system at the Communications Building of the Du-

Page National Technology Park. 

Argonne acceptance testing and benchmark valida-

tion was performed through the end February 2008. 

This testing involved running the manufacturer’s 

software tests, software tests for LS-DYNA, STAR-

CD, and TRANSIMS and TRACC’s own test cases 

that were initially conducted in 2007 at the LiNuX 

NetworX manufacturing site in Utah. 

Visualization and Communications Facilities 

 

The University of Illinois TRECC's conference and 

meeting facilities provided point-to-point and group-

to-group videoconferencing, with multicasting capa-

bilities for collaboration. The TRECC and TRACC 

technical staff provided onsite reviews and training 

for the IDOT Evacuation Project External Review 

Board, including representatives from the Illinois 

Emergency Management Agency (IEMA), the Illinois 

Department of Transportation (IDOT), and the Illinois 

Terrorism Task Force. Additionally the visualization 

and support resources provided by TRECC were 

used in conjunction with a training course on TRAN-

SIMS in March, 2008 for participants from Cambridge 

Systems and Northern Illinois University. 

Transportation Systems Simulation 

 

In close collaboration with the Chicago Metropolitan 

Agency for Planning, a new version of the road and 

transit network was implemented into the existing 

TRANSIMS model for the Chicago Metropolitan Area. 

This road network had been improved over previous 

versions by the nine Northern Illinois University stu-

dents deployed at CMAP. The improvements cov-

ered about 50% of the metropolitan area, and fo-

cused mostly on the Chicago Business District. This 

was of special significance because the Chicago 

Business District is the high resolution area being 

used in the evacuation work, and improved fidelity of 

the network leads to better results in the evacuation 

studies. 

The improvements were largely focused on road 

characteristics, such as the number of lanes, connec-

tivity, speed limits, capacities, and similar parame-

ters. To improve visualization and presentation of re-

sults, some improvements were made to the location 

of each of the network nodes to coincide better with 

aerial photography. However, the road network was 

still a straight line diagram and somewhat abstract, 
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especially at elevated facilities such as Wacker Drive. 

Additional cleanup procedures were tried to deter-

mine the level of difficulty that is to be expected, and 

it was found to be quite feasible to improve the net-

work by adding shape points to the individual links. 

However the identification of the links was compli-

cated by the fact that street names were not part of 

the existing data set and had been only recently add-

ed as an extra feature for the loop area.  

Improvements to the model also included widening 

of the area and an increase in the fidelity in some ar-

eas. The new model included Rockford and some 

other new areas on the boundaries of the network. 

The new network encompassed about 1950 traffic 

analysis zones. 

A total of over 27 million daily trips must be routed 

through the entire road network, with the routing con-

sidering the exact time of travel using a time-aware 

routing approach. This process takes around 12 

hours to compute on a single CPU, and had been 

performed this way on desktop machines until the 

new cluster became available. The cluster has sped 

up this calculation dramatically. Routes are inherently 

independent from each other in any given iteration. A 

schema called partitioning allowed for running the 

router tool on many machines at the same time, each 

working on a different subset of trips. The team was 

able to run the entire population of trips in about 20 

minutes when using just 32 out of 512 CPUs on the 

cluster, instead of the 12 hour computation time ex-

perienced on Desktop PCs. This enormous gain in 

speed allowed for fine-grained optimizations by run-

ning the iterations numerous times. As a rule of 

thumb, about 50 

complete itera-

tions could be 

performed in a 12 

hour time period 

using the typical 

32 CPUs on the 

cluster, a set of 

calculations that 

previously re-

quired 25 days to 

complete could 

be easily run over 

night by running 

routing in parallel. 

Training Courses 

 

Another 3-day 

training course 

on TRANSIMS 

was held dur-

ing March 

2008. The 

training course 

materials were 

updated, and 

some of the 

lectures were 

given by previ-

ously trained 

students from 

Northern Illinois University. Participants were from 

Northern Illinois University and Cambridge Systems. 

This activity created additional interest in TRANSIMS 

training, and another training course was already be-

Expanding TRANSIMS capabilities when running the 
software on the TRACC cluster enabled researchesrs to 
build complex models with lane and turn restrictions to 

simulate evacuation traffic flow. 
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ing prepared for April 21 to 23 of the same year. This 

training course included participants from NCSA, Citi 

Labs, Calmar Telematics, and others, and was also 

held at the TRECC facility. In total, TRACC held 

about 15 to 20 training courses and technical support 

missions to support TRANSIMS users around the 

country. Many of the training sessions were recorded 

and are being used by the transportation research 

community. 

 

April 2008 to June 2008 
 

In the spring of 2008, TRACC’s 

HPC cluster Phoenix entered into 

full operations. Initially, fourteen 

projects involving twenty-nine 

investigators requested compu-

ting resources on the TRACC 

cluster. Procedures for pro-

cessing allocation requests had to be established 

and put into effect to manage those users appropri-

ately. Procedures for handling requests from non US 

citizens using the recently established Cyber Gate 

Pass system at Argonne were also established and 

tested. This was a very important accomplishment, 

because bringing outside users onto a USDOE oper-

ated computer system was not a well-established, 

streamlined process at the time. 

The TRECC visualization and 

communications facilities were 

used in the education and outreach 

programs associated with addition-

al training sessions for the USDOT 

traffic simulation code TRANSIMS, 

including on-site conference facili-

ties, simultaneous web based 

broadcast of the training seminars, 

and video recording of the training sessions, which 

are also available on TRACC’s web site for future 

use. 

 

July 2008 to September 2008 
 

The number of users of the TRACC cluster in-

creased quickly in 2008. The total number of pro-

jects with accounts on the TRACC cluster by the 

end of September was 20, and the number of ap-

proved users was 50 (31 external, 19 Argonne).  

The two largest users were the FHWA Turner Fair-

bank Highway Research Center (TFHRC) / University 

of Nebraska Bridge Hydraulics project using Compu-

tational Fluid Dynamics and the FHWA TFHRC Non-

Destructive Evaluation Computational Structural Me-

chanics project. To assist the users in the interpreta-

tion of the large amounts of data being produced by 

the simulations, software was implemented on the 

cluster to allow users to easily run 

any visual application directly on the 

cluster. 

The new cluster operated well. 

There have been only seven days of 

unscheduled down time since the 

cluster became operational in March, 

2008. A major part of the down time, 

5 days, was the result of a computer 

security incident in September where 

an attacker obtained a user’s password to gain ac-

cess to the cluster and obtain administrative privileg-

es on one of the login nodes. Upon review, no dam-

age was done to the cluster or its users. As a result, 

highly effective steps were taken to prevent future 

attacks, including greatly improved authentication 

procedures and installing tools to continuously moni-

tor the integrity of the cluster. For the duration of the 

operation of the clusters at 

TRACC to date, there is no indi-

cation of a similar security com-

promise. 

TRACC Transportation Re-

search and Training Center 

As outlined earlier, concurrent 

with the move of the TRACC pro-

ject to the DuPage Airport Au-



TRACC/USDOT Y6Q4                                                                                                                             Page 15 
 

thority (DAA) Flight Center, TRACC partnered with 

the University of Illinois’ Technology, Research, Edu-

cation, and Commercialization Center (TRECC), also 

located at the Flight Center. This partnership includ-

ed use of: the Center’s broadband connection 

(10Gb/s) to access the Argonne networks, the Voice 

Over Internet Protocol (VOIP) telephone system, 

meeting spaces, and the visualization and communi-

cations infrastructure located within the Center. 

During the summer of 2008, the University of Illinois 

announced plans to close TRECC, effective August 

31, 2008, due to expiration of the federal funding for 

the project. Since TRACC was utilizing the advanced 

visualization and communications equipment and fa-

cilities in the Center, a plan to replace the services 

was required. The plan developed addressed four 

major areas: 

• Visualization and communication equipment 

• Multiuse meeting rooms 

• Broadband network service, and 

• Telephone service. 

Negotiations were initiated between TRACC and 

the University of Illinois to create 

an arrangement that would allow 

TRACC to continue utilization of 

the Center resources. 

The University of Illinois and Ar-

gonne finally reached an agree-

ment whereby the advanced visu-

alization and communications 

equipment and facilities of TRECC 

would be made available to the 

USDOT TRACC project at no cost to USDOT as part 

of the cost share for the TRACC program. This 

agreement was for a period of two years (1 October 

2008 – 30 September 2010). 

TRACC also initiated negotiations 

with the DuPage Airport Authority for 

acquisition of space in which the Cen-

ter was located (the third floor of the 

Flight Center). The TRACC lease was 

amended to include the current space 

on second floor and the space on 

third floor. Additional funds from local 

and regional sources for annual oper-

ating costs for the facility were also 

being identified to be included as part of the project 

cost share. 

Plans were also developed to extend the network 

connectivity already in place at the DuPage national 

technology Park to the Flight Center (due to the expi-

ration of TRECC and the lack of high speed connec-

tivity at the flight center). In September 2008, a 1 

Gbps broadband radio link (with backup 20 Mbps ra-

dios) was installed between the DNTP and Flight 

Center sites. This allowed TRACC to take advantage 

of full integration into an established Argonne net-

work security infrastructure, such as its firewall, 

VLAN partitioning, automated vulnerability scanning, 

and Crypto Card server and provide excellent net-

work bandwidth between the Flight Center and DNTP 

sites as well as access to the national and interna-

tional research and education networks for the Flight 

Center facilities. 

Information and Exhibits 

 

TRACC staff attended the August, 2008 National 

Hydraulic Engineering Conference in Portland Maine 

with a new booth display and a set of information 

folders. TRACC staff composed 

comprehensive information to be dis-

tributed to cluster users and others at 

conferences and meetings. The in-

formation folders included one page 

information sheets for each of the 

three TRACC divisions (Computa-

tional Structural Mechanics, Compu-

tational Fluid Dynamics, and TRAN-

SIMS Traffic Modeling) as well as a 

document describing the TRACC computational ca-

pabilities. Also included in the information folders 

were the TRACC brochure from the Argonne Now 

publication, a TRACC allocation of services request 

form, and a comprehensive list of contacts at 

TRACC. 

On October 22nd, 

TRACC staff attended 

the 57th Illinois Traffic 

Engineering & Safety 

Conference in Urbana, 

Illinois. TRACC TRAN-

SIMS staff promoted 

the TRACC Center as 
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well as the Evacuation Planning and Visualization 

capabilities of TRANSIMS traffic simulation software 

available on the TRACC cluster. 

Training Courses on TRANSIMS 

 

Based on the success of the April 2008 training 

class held at TRACC, another class was held in At-

lanta for Georgia Tech, the Atlanta MPO, and other 

interested organizations. The scope of the training 

course was extended to include synthetic populations 

and activity-based modeling, and a new section on 

TRANSIMS source code and programming was add-

ed. About 15 to 20 participants came from local or-

ganizations, while an additional 10 to 20 participants 

joined the training sessions over the internet. 

Another training and support mission was undertak-

en to support the Jon A. Volpe National Transporta-

tion Systems Center (Volpe) and the Buffalo Metro-

politan Planning Organization (MPO) in its effort to 

model cross-border traffic simulations using TRAN-

SIMS in the Buffalo area. This mission was based on 

a request by FHWA, in an effort to improve collabora-

tion and to spread knowledge of modeling capabili-

ties among current projects using TRANSIMS. 

A set of training DVDs was prepared from the April 

training sessions at TRACC. The DVDs were sent 

out to interested users, and all materials are available 

in the form of an on-line course posted on the 

TRANSIMS Wiki site. 

Beyond outright training activities, TRACC held a 

number of briefings on the technology for a variety of 

organizations, such as the Chicago Police and Fire 

Departments, the Regional Catastrophic Planning 

Team, the Illinois Terrorism Task Force, and the Illi-

nois Department of Transportation. TRACC also par-

ticipated actively in an FHWA evacuation workshop 

held in Chicago in September, 2008, as well as a 

FEMA training exercise on earthquake preparedness 

in Indianapolis. 

Advanced Visualization 

 

Another new development was a visualization tool 

that allows for the easy and effective creation of ve-

hicle animations from TRANSIMS snapshot files. 

This software addressed the urgent need for devel-

opers to see congestion patterns both at a micro-

scopic as well as a macroscopic level. 

This capability was especially of value because it 

used only readily available tools that operate both on 

Linux and Windows machines. Thus, this capability 

was easily reproduced by other TRANMSIMS re-

searchers to visualize their results effectively. Previ-

ous visualization solutions, such as the Bal4 Visual-

izer used by FHWA in Washington, were too costly 

(>$10k) and required significantly more expertise and 

data preparation. 

The visualization software also had potential for fu-

ture real-time visualization applications. The render-

ing of high quality images, even at extreme resolu-

tions, was further parallelized, and integrated into a 



TRACC/USDOT Y6Q4                                                                                                                             Page 17 
 

high-resolution visualization system. Experiments 

were even undertaken with the Lambda system at 

TRACC, a visualization platform with a resolution of 

8000 by 4800 pixels, proving the scalability of this 

approach. 

 

October 2008 to December 2008 
 

During the first two years of the project, the TRACC 

facilities located at the DuPage airport flight center 

were served by a 10Gbps network provided by the 

University of Illinois Technology Research and Edu-

cation Commercialization Center (TRECC). The con-

tract for the 10Gbps service ended at the end of Sep-

tember 2008. Beginning in the first quarter of year 

three, the TRACC facilities in the DuPage Airport 

Flight Center were connected with the DNTP Com-

munications Center and the TRACC cluster via a 

1Gbps radio link and backup 20Mbps radio link. 

TRACC had now a 1 Gb/s connectivity between the 

Flight Center and the cluster location, and 10Gb/s 

connectivity between the DNTP Communications 

Center and the main Argonne National Laboratory 

site in Lemont, Illinois. The radio link and the connec-

tivity of all of the TRACC equipment and the visuali-

zation/network equipment loaned to the TRACC pro-

ject by the University of Illinois was successfully mi-

grated to the radio link in October and November 

2008. The TRACC networks were fully integrated into 

the Argonne cyber security system using appropriate 

VLAN and firewall technology. 

Computational fluid dynamics 

 

Activities in the area of Computational Fluid Dynam-

ics (CFD) for Hydraulic and Aerodynamic Research 

focused largely on technical support for CFD simula-

tion, CFD analysis related to the FHWA bridge hy-

draulic programs and CFD outreach and user sup-

port. Particular emphasis was placed on the devel-

opment and validation of CFD based analysis tech-

niques for sediment transport and scour. This work 

was a collaboration among researchers at Argonne, 

the Turner Fairbank Highway Research Center 

(TFHRC), the University of Nebraska and Northern 

Illinois University. Considerable progress had been 

made in the utilization and evaluation of CFD meth-

ods and associated scour models to predict accurate-

ly scour development observed in the experimental 

configurations being used at TFHRC. Several stand-

ard and advanced CFD methods were examined, in-

cluding examination of the effects of turbulence mod-

els, the use of multi-component and multi-phase flow 

formulations, moving meshes at the riverbed, the ef-

fects of bridge depth, et cetera in the development of 

bed shear stresses, which are important in the pre-

diction of scour. Results illustrated the ability of CFD 

methods to predict important fluid dynamics results 

including velocity profiles and local shear stresses, 

particularly for submerged bridges well above the riv-

er bed. 

Computational structural mechanics 

 

In the area of Computational Structural Mechanics 

Applications (CSM), efforts concentrated on multi-

physics bridge analysis and CSM outreach and train-

ing, including the first course on the LS-DYNA® CSM 

analysis code held at TRACC. An important new ap-

plication using the TRACC cluster and CSM software 

has been initiated by the National Highway Traffic 

Safety Administration (NHTSA). NHTSA started to 

perform parameter studies related to Traumatic Brain 

Injury. 

The first CSM training course focused on the LS-

DYNA code and was held at TRACC on November 

17 - 19, 2008. The class had both on-site and remote 

attendees, taking advantage of the TRACC Collabor-

atory training facility and using Adobe Connect re-

mote meeting software. 

Multi-physics analysis of bridge components was in-

itiated as well in a collaboration between TRACC 

partners at Argonne and Northern Illinois University. 

The focus of this activity is on undesirable cable vi-

brations from motion of cable anchorages, the result 

of either traffic on the bridge, wind loading on the 

bridge deck and/or tower(s), or a combination of the 

two. 

Transportation Systems Simulation 

 

At the request of USDOT, another TRANSIMS train-

ing course was held at TRACC in November 2008. 

The training materials were updated based on newly 

developed features and documentation for a number 
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of TRANSIMS tools. The chapters that were largely 

revised are related to the population synthesis and 

activity generator. Another new lecture was added to 

teach specifically about the use of TRANSIMS on the 

TRACC cluster, with a focus on how to access the 

remote machine, and how to effectively interact with 

TRANSIMS and the large amounts of data being cre-

ated during TRAN-

SIMS runs.  

There are some fun-

damental differences 

between the TRAN-

SIMS community and 

users of other applica-

tions available at 

TRACC. TRANSIMS, 

as a fairly new open 

source software at the 

time, was not widely 

known yet and was still 

heavily under devel-

opment. Therefore, the 

typical user was faced 

with having to learn 

fundamental concepts 

of TRANSIMS in general, but also how to run the raw 

software efficiently on a multi-machine environment 

such as TRACC. It was clear that most TRANSIMS 

projects would benefit from running on the TRACC 

cluster, but the initial development was still typically 

performed on Windows machines, despite the drop in 

performance. The complexity of learning about Linux, 

remote access and files transfer, as well as the new 

software and modeling strategy was quite a chal-

lenge for most users.  

TRACC supported users in all these areas through 

training and one to one communication. Specific 

training materials that were highly specific to the 

TRACC cluster were being developed, and simplified 

the transition from Windows to Linux significantly. 

The goal was to support users independently of the 

operating system plat-

form chosen, but to en-

courage them to make 

the transition to the 

TRACC cluster early 

enough in a project so 

that they could run 

complex models and 

sensitivity studies on 

the TRACC systems 

effectively. 

In addition to the TRB 

exhibit, TRACC also 

participated in a num-

ber of evacuation-

related events in the 

region. USDOT held a 

training exercise for the evacuation of Chicago in Oc-

tober 2008, and TRACC gave a presentation on their 

evacuation study. Discussions were held with emer-

gency responders to identify the needs for transpor-

tation modeling in the emergency responder’s com-

munity, and to build awareness for TRACC capabili-

ties in the community. FEMA also held a training ex-

ercise in Indianapolis in November 2008. TRACC 

was invited to participate to apply their experience to 

the special circumstances of earthquake response, 

and address the question of how transportation is-

sues could be solved using existing or future capa-

bilities at TRACC. 

Advanced Visualization 

 

NCSA, under subcontract with TRACC, developed 

prototypes for advanced visualization for the 

USDOT transportation simulation code TRANSIMS. 

The development effort was codenamed Metropolis, 

and focused on efficient methodologies to store, 

retrieve, and display vast amounts of individual tra-

jectory information as created by the TRANSIMS 

Microsimulator. 
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Initial implementations and 

prototypes are shown in this 

report to illustrate the capa-

bilities. This includes screen 

shots of interactive applica-

tions and screen shots from 

video material developed for 

the project. For the interac-

tive applications, perfor-

mance was a major design 

criteria, due to the vast 

amount of data to be shown 

to the user. 

 For the video approach, 

new visualization paradigms 

are being explored to maximize the 

human understanding of the underly-

ing concepts, results, and data 

objects.  

NCSA made specific en-

hancements that included the 

display of traffic signal activity; 

the display of the road occu-

pancy data computed by the 

simulation; the display of the 

evacuation region as it devel-

oped over time; and the dis-

play of the disaster phenomenon (a cloud of particles 

released by an explosion) as it develops over time. 

NCSA tested enabling 

contrasting simulations 

to be compared by dis-

playing them simultane-

ously in one screen. To 

display traffic signal ac-

tivity, they first consulted 

with researchers to un-

derstand the traffic signal 

activity data output from 

TRANSIMS. The traffic 

signal data described 

which directions traffic 

may move at different 

times; therefore, NCSA 

decided to represent 

signal activity with ani-

mated, arrow-like 

glyphs located at road 

intersections. NCSA 

selected a blue color 

for these glyphs, be-

cause this color was 

otherwise unused by 

the rest of the visuali-

zation. The glyphs are 

located underneath the 

road network and vehi-

cle glyphs, to prevent 

collision, but are slight-

ly thicker than the road 

network geometry to improve visibility. Creating these 

An image from an evacuation scenario for downtown Chi-
cago. This visualization indicates the area of the road net-
work blocked to incoming traffic, and a cloud of material 

dispersing from the catastrophe site. 
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glyphs required adding a data-processing step to the 

visualization pipeline, which produced derived data in 

the form of a Maya scene file that was later incorpo-

rated into the final visualization. The evacuation re-

gion indicated a section of the road network that was 

closed to inbound traffic; this region expanded over 

the course of the simulation. In the visualization, this 

was represented as a closed polygonal outline, ren-

dered as a thick red line above the road network. 

TRACC researchers furnished NCSA with specific 

coordinates for this region, which were used to create 

the polygon. The disaster that caused the evacuation 

was assumed to be an explosion in the Sears Tower, 

which released an expanding cloud of harmful parti-

cles. In NCSA’s visualization, this was represented 

by a semitransparent, cloud-like shape that smoothly 

expanded over time. The explosion occurred at a 

specific floor of the Sears Tower, from which the ver-

tical position of the cloud was approximated. The vis-

ualization was then executed in Maya. 

The project demonstrated various approaches to 

visualization, some of which were quite practical, and 

others which were too time-consuming and complex 

to be adopted by the transportation research com-

munity. As a result, future work consisted mainly of 

the expansion of the interactive OpenGL-based ap-

plication. 

 

January 2009 to March 2009 
 

With around 28 different projects (and 64 indi-

vidual users) after the first year of operations in 

production mode, the load on the cluster became 

quite significant. By March 2009, the load on the 

cluster exceeded 170,000 core hours. Supporting 

a larger number of users and diverse projects, a 

number of software packages were acquired or 

renewed. Also, a lack of memory for demanding 

applications cause a system upgrade for several 

machines to a total of 32GB (versus 4GB per 

machine on the normal nodes). The GPFS file 

system, a highly efficient and redundant parallel 

file system that is at the heart of the system, was 

more than half full. The general use of the cluster 

caused the first serious contention for users run-

ning their jobs, and discussions of possible soft-

ware and hardware upgrades started. 

Users also requested the acquisition of new power-

ful scientific codes that were purchase and made 

available in early 2009. These were in particular the 

Abaqus structural mechanics code used for crash 

analysis, and the TrueGrid Mesh Generator, also 

used in structural mechanics applications. 

TRACC acquired a 21 token license from Simulia, 

the seller of Abaqus. The license included all of the 

major analysis products: (1) Abaqus/Standard, (2) 

ABAQUS/Explicit, and (3) one seat of ABAQUS/CAE, 

which provided a complete interactive environment 

for creating models, submitting and monitoring analy-

sis jobs, and viewing and manipulating simulation 

results. 

As users develop complex models, it was critical to 

provide model generation software that produces 

high fidelity meshes with computational accurate el-

ements, that is, elements whose geometry have ac-

ceptable aspect ratios that ensure accurate results. 

As the validity of all computational analysis begins 

with a numerically sound discretization of the physi-

cal problem, CSM staff completed the evaluation of 

the TrueGrid® mesh generation software. TrueGrid 

uses projection algorithms that produce computa-

tional grids with well-formed quadrilaterals and hexa-

hedrons. A license for one seat was obtained from 

XYZ Scientific Applications, Inc. (the developer of 

TrueGrid).  

TRACC also added a High Definition video telecon-

ferencing (HDVTC) system in March 2009. This 
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HDVTC was added to aid in the collaboration with 

Turner Fairbanks Highway Laboratory and University 

of Nebraska, the collaboration was between re-

searchers doing work on Computational Fluid Dy-

namics. This system allows for 4 geographically dis-

tinct sites to collaborate via HDVTC. Additionally 

each participating site has the ability to share com-

puter displayed (i.e. PowerPoint presentations, mov-

ies, applications, and desktop) content as part of the 

HDVTC stream. The system is still heavily in use at 

TRACC’s new facility at Argonne.  

As an outcome of a separate project with the Illinois 

Department of Transportation, Transportation Evacu-

ation Scenarios, a visualization system called the 

LambdaVision developed originally for a University of 

Illinois/National Science Foundation project called 

Optiputer was evaluated for use by TRACC’s re-

search partners in the area of high resolution distrib-

uted visualizations. The LambdaVision, a 20 LCD 

Tiled display mini cluster, at TRACC, on loan from 

the University of Illinois, was capable of displaying 

images and movies at a 8000 x 4800 pixel resolution. 

The simulations generated in TRANSIMS can gener-

ate movies at greater resolutions allowing for the re-

searchers to visualize the results and to validate the 

available data for errors more efficiently. The tech-

nical staff of TRACC has developed a smaller, signif-

icantly more cost effective LambdaVision. This four 

(4) LCD tile display capable of 3840 x 2400 pixel res-

olution was built in March 2009. 

 TRACC also hosted an exhibitor’s kiosk at the an-

nual Transportation Research Board (TRB) Meeting 

on January 11th - 15th 2009 in Washington D.C. The 

kiosk display experienced significant traffic and 

proved to be a highly effective outreach mechanism 

to identify users of the TRACC computing and visual-

ization facilities and establish collaborations in the 

key TRACC application areas of traffic simulation and 

evacuation planning, computational fluid dynamics 

for bridge hydraulics and computational structural 

mechanics applications. 

New visualization work 

 

A number of users on the cluster contacted TRACC 

to learn more about our visualization techniques that 

were developed for TRANSIMS. Part of this was a 

consequence from training courses where the tech-

niques were demonstrated to new users, and part of 

the interest came from people who had visited the 

TRACC booth at TRB in January 2009, where ad-

vanced visualizations were one of the most interest-

ing details at the booth. 

The visualization capabilities were improved for a 

number of reasons, one being experimentation with 

high definition displays at the 

TRACC Collaboratory that are 

now readily available (see 

above), with the hope that higher 

resolution displays would make it 

easier to find and identify net-

work coding shortcomings, 

something that was successfully 

demonstrated when the tools 

were used to create animations 

of 4000 and 6000 pixels width, 

something that went by a magni-

tude beyond then available high 

definition standards. The ad-

vantage of using such technolo-

gy was that the human visual 

system is very sensitive to identifying unusual pat-

terns, while computers are very efficient in pro-

cessing large amounts of data. Thus, being able to 

survey extremely large areas in great detail, prob-

lems with the network, such as misconfigured traffic 

signals, can be spotted easily, decreasing the turna-

round time when fixing network coding. 

Other aspects of this work targeted future expan-

sion of this technology for integration with dispersion 

data. The idea was to create semi-transparent data 
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layers on top of the traffic animation, in this simple 

case a varying level of simulated cloud cover. Clouds 

were chosen because simple algorithms exist to sim-

ulate clouds, and because dispersion data is ex-

pected to be made available in the form of graphical 

representations 

that may be 

similar to clouds 

and smoke.  

The experi-

ment dealt with 

creating realistic 

looking overlays 

by creating 

pseudo-3d 

views, and gen-

erating dark 

shadow under 

the clouds to 

enhance the 3d 

effects. A small 

demo movie was 

created to illus-

trate this tech-

nique.  

A much more detailed set of improvements were 

made when a group of transportation planners from 

Chicago 2016 (the team dealing with Chicago’s bid to 

hold the Olympic Games in Chicago in 2016) was 

introduced to TRACC by Randy Blankenhorn, the 

director of the Chicago Metropolitan Agency for 

Planning. Intrigued by TRACC’s visualization capabil-

ities, the team from Chicago 2016 visited TRACC 

again and asked for a few attempts at improving ex-

isting capabilities, for example by creating side by 

side comparisons, closing certain lanes on certain 

streets to allow for Olympic traffic only, and similar 

techniques. The requests were used as the basis for 

revamping the entire visualization approach, which 

as a result was fully parallelized, and allowed now 

generally for pseudo-3d capabilities, and more im-

portantly for spatial and temporal smoothing, leading 

to exceedingly smooth animations much improved 

over the videos that were demonstrated at previous 

shows, such as TRB.  

The technology was quickly picked up by users and 

collaborators. The Buffalo TRANSIMS project used 

TRACC’s animation techniques for all of their work. 

More importantly, users from AECOM working on the 

White House Area Transportation Study 

have picked up on this technique and 

have even found new visual paradigms 

showing, for example, the number of pas-

sengers in buses and trains in addition to 

the animation of vehicles. TRACC staff 

has spent time with developers from these 

agencies or companies to teach visualiza-

tion techniques, and it can be considered 

a great success that these users were 

able to improve upon the system with a 

reasonably small amount of effort.  

 


