July 2010 to September 2010

In the summer of 2010, it became clear that it was
necessary to move the TRACC facility, including the
Collaboratory and the TRACC cluster, from the Du-
Page Airport location to the main Argonne
National Laboratory site near Lemont, llli-
nois. An important part of the planning pro-
cess was to identify the major Collaboratory
facilities and capabilities to ensure that the
same level of services or better could be
provided from the Argonne location. Plan- =  ioca
ning and design for conference rooms, vid-
eoconferencing rooms, and presentation
rooms that would support remote partici-
pants was initiated.

transportation_
agencies; 2%l

stale

transportation
agencies; 8%

High performance networking capability
with direct fiber connectivity to the major
networks that interconnect the major re-
search laboratories and universities was
one of TRACC’s major tasks in the past. With a move
to the Argonne site, TRACC facilities were now di-
rectly connected to the main Argonne site-wide net-
work thus ensuring the same level of connectivity but
better availability by not having to rely on third party
vendors such as the vendor previously supplying the
radio link that interconnected the DuPage Airport
Flight Center (where the TRACC offices were locat-
ed) to the Argonne network.

An important element of the TRACC Collaboratory
was the hosting of meetings and workshops. In addi-
tion to the ability to host meetings in TRACC space of
50 or more people, it was desirable to accommodate
occasional large meetings. Argonne has exceptional
facilities to host such large meetings and foster col-
laboration.  To complement the
many collaborative meeting and
workspaces, Argonne has also a
Guest House, with 157 rooms, in-
cluding 2-bedroom premiere suites
with parlors, and 4-bedroom suites
with parlors, for people who require
overnight stays.

Due to its complexity, the integrity
of the file system was of high im-
portance during a move, and plans
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for backing up the data were a topic of many discus-
sion. Other related activities included planning for the
cluster's disassembly, shipment, and reinstallation,
including all aspects of system administration. It also
included gathering information relevant to heating, air
conditioning, ventilation, and UPS to ensure that a
potential new site had sufficient physical power to

TRACC Cluster User Groups
FY2010 - Q4

“ research cntr; 6%

“  professional
transportation

organizations; Eﬂ.\

- industry; 8%

TR

handle not only the immediate cluster requirements
but also provided capacity for future growth.

Transportation systems simulation

TRACC rolled out additional elements of its TRAN-
SIMS Studio to AECOM, RSG, IIT, CMAP, and the
City of Moreno Valley. Assistance was given to
AECOM to get TRANSIMS Studio running on the
TRACC cluster for their Jacksonville, FL model. Addi-
tional support was given to ensure that TransimsVIS
was able to visualize all elements of interest within
the Jacksonville model without error. RSG worked
with TRACC in a step-by-step fashion to begin visual-
izing their models using TransimsVIS. IIT began
working with the new TransimsEDT software in order

. to continue to edit and re-
fine their model for down-
town Chicago. The City of
Moreno  Valley began
working through  steps
necessary to visualize their
model with TransimsVIS.
Finally, CMAP explored
TransimsVIS, Tran-
simsRTE, and Transims-
GUI for use in their existing
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Chicago regional models.

Another TRANSIMS training course was delivered
as a part of the Elgin O’'Hare West Bypass Study pro-
ject; the goal was to inform project sponsors about
the new visualization techniques for TRANSIMS be-
ing developed as part of TRANSIMS Studio.

The training course rapidly gained popularity, how-
ever, and was attended by nearly a dozen live partic-
ipants and nearly two dozen remote patrticipants. The
one-day course covered the following session topics:

e Overview of TRANSIMS

e Overview of TRANSIMS Studio

e Overview of TransimseDT

e Overview of TransimsVIS

e Demonstration of TransimsVIS

e Demonstration of TransimseDT

e Demonstration of Mini-Lambda four-tile dis-
play system for TransimseEDT

Another training course was held at Turner Fairbank

A’B?.’?I“io

Network Visualization Techniques Using
TRANSIMS Output

With new interface programs, TRACC is making the USDOT-developed TRANSIMS
(Traffic Analysis and Simulation System) more effective. A one-day interactive event will
train users in software and techniques which greatly enhance the ease of TRANSIMS
model construction, execution and visualization.

Training Course Agenda Location
Tuesday, August 24, 2010  West Chicago, IL TRACC Collaboratory, Suite 305

DuPage Arport Authority Flight Center

230 AM TRANSIMS Overview 2700 International Drive
TRANSIMS Studio 2pp catin West Chicago. IL 60185
11:00 AM Coffee Phone: 630/578-4250
Tramsima¥iS Appication For an interactive map and visitor information
12.00 P Lunch Break
100 PM Live Demos and Interactive Session
Q/A - Discussion Internet Broadcast
300 PM Adcum . et comlh

http://ant.acrobat.com/tracc-dpc

Argonne@

NATIONAL LABORATORY

' RAN S I M S Washingfor O C i5 10 strangar 1o TRANSIMS — the sampie

oarased s aer & D.C 5 NaxT 000r Maiphoor Alexandvia VA

.
Training Course Location
The training cours e will D neld 3t e Turner Fairbank
Seplember 7-8, 2010 Highway Ressarch Laborslory (£6& maps on reverse
i side)
Washington D.C.
Registration
- N s . RS . . Paticipation in Te lraning course i fee. Travel, loogngs
-~ — and cther expenses are the responsibddy of the parSapant
" Pleaze contact us 8t e number of E-mad a3 ess shown
below £ you would like to aftend the Fainng sessions efher
- ) 1 by Inkgrnat of In person
us libe: =
- - B __J =1 == This I5 the Mwedth TRANSIMS iraining course held by TRACC
1t has evolved rom the Nead 10 QuIckly and aficienty Irain
The Transponation Research and Analysis Comgating Sudents Snd cONSOOraINs \n Ihe Drachical Spplcabon of e
Center 3t Argonne National Laboratory will hold 3 raining code. WINE 300185800 he IUndamental SAncies 10 8 degres
courze on the regional transportation analysis code that allows v & Daller underatanding ofihe capabifites and
TRANSIMS. The course is 1ros8ng orimariy analysts new fimtabong ofthe TRANSIMS approach, she main focus & on
to the TRANSINE methodology, and covers both ,'.'r the use of the individual components. [f a'so focuses on the
theceebcal underpinnings a2 well 33 he practical 155003 Of NAINGIK CONVErSION, irip CONVErsion, rouing
»ofthe code. P will dovelop a s mn:nwmhm": tmack and r..zua_u.:ﬁm Thas year,
UNdRIStanding ofthe general TRANSMS principles S o FRA—
impiemaentation detalls, data requirements, Capabiiies, and ™ B =R
limitations ofthe sofware MRy Sctunve
TRANSIMS {short ™ Analysis and
Simutation System) is an mtegrated setof tools developed fegincmory Locet
to conduct regional muitimodal rans portation systam Dr. Huben Ley Joe Bared
analyses With the goal of establishing TRANSIMS a5 an Michasl Hope FHWA 4 L
ongoIng pUBIIC fesource availablk to the rans portation Argonne TRACC J02 BareaRdoLa0y
comenunity. TRANSINS is made availatie by the Federal Suite 201
Highway Administation under 3NASA Open Source 2700 If!emaaona Diive Brizn Gardner
Agreement andis Mherefore readily svailable o T West Chicago, L 60185 FHWA
comemunity. Srian Cardnengact qov
3
The soRwars IS compatins with regular Windows ana Livwe 202366 4051
2esM0p Or server systems, but can alse make use of high
peddomance computing systems such as the TRACC
Cchuster, 3 1024 core Linux system with 240TB of dsk space TRA c c
and extremely fastnetwork connections across the Unted
States. This dustar s generally avaliable 1o researchers in
the US tranzpotation commurdy and is currenty being Transportatlon Research and
usedfor TRANSIMS Wrafic SImutaion. @ merpency . .
* sutc Analysis Computing Center
Bridge analysis. and struciural mechanics codes 1o at Argonne National Laboratory
Gabermine crashworthiness and strucural integrty of g prr—
Nghwa Companents andvehicles UChicago» /W
R4
www.tracc.anl.gov AUS. Deparimant afEnergy mboratory managed by UThicago Arganse. LLC

Highway Research Laboratory Training
Course in September 2010. The aim of this
course was to expose USDOT transporta-
tion modelers and researchers to the fun-
damentals concepts of TRANSIMS as well
as the new developments at TRACC under
TRANSIMS Studio. The course was broken
down into two days. The first day covered
many of the core TRANSIMS concepts, with
extra attention shown to the TRANSIMS Mi-
crosimulator as well as the TRANSIMS
Router. The second day covered topics re-
lated to TRANSIMS Studio including live
demonstrations of: TransimsGUI, Tran-
simsVIS, and TransimseEDT.

Computational Fluid Dynamics

Outreach at the 2010 National Hydraulic
Engineering Conference

TRACC had a booth at the 2010 National
Hydraulic Engineering Conference in Park
City, Utah, August 31 to September 3, that
highlighted the recent doubling of the
TRACC cluster capacity to 1024 cores and
advances made in scour modeling capabili-
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ties. Two technical sessions at the conference fea-
tured CFD hydraulic analysis work done on the clus-
ter in collaboration with TFHRC, the University of
Nebraska, Northern Illinois University, and TRACC.

‘ ‘a"SpOI!abon Researclnnd
T : N

Puting Center '\'89"09.?,‘
AU ded HPC User Facility

New Project: Computational Mechanics Research
and Support for Aerodynamics and Hydraulics at
TRHRC

Computational Fluids Dynamics and Computational
Structural Mechanics staff at TRACC developed a
collaborative research proposal to perform computa-
tional mechanics research and development in areas
of interest to the Aerodynamics Laboratory and the
Hydraulics Laboratory at TFHRC and to provide
computational mechanics analysis and support to
enhance the experimental work at these laboratories.
The proposal was developed in consultation with the
senior managing staff at the TFHRC laboratories and
implemented with a new U.S. Department of Trans-
portation/Federal Highway Administration interagen-
cy agreement with the U.S. Department of Energy.
The project began on October 1, 2010 and is now in
its third year.

The primary purpose of the project was to provide
CFD and computational multiphysics mechanics
(CMM) support to TFHRC to solve problems in hy-
draulics and aerodynamics areas of current im-
portance to the mission of the FHWA, and to provide
expert consultation, collaboration, high performance
cluster computer computational resources, technical
support, and training in the areas of CFD, CSM, and
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CMM. CMM incorporates coupling of CFD and CSM
analysis in problems and applications where interac-
tion of the fluid dynamics and structural mechanics is
important.

The broad topic areas for the project were defined
as computational mechanics analysis of (1) forces of
water flow on bridges and other waterway structures
during flood events, (2) erosion of riverbeds due to
scour at bridges and other waterway structures that
could lead to failure, (3) flow through culverts and the
effects on fish passage, (4) aerodynamic forces on
signs, traffic lights and other road side structures,
and (5) aerodynamic forces on and the stability of
bridge cables. Topics were not limited to those listed
topic areas and additional topics were added in the
first two years to meet the needs and priorities of the
FHWA Aerodynamics and Hydraulics Laboratories.
This project was initiated to move to a funding source
beyond the TRACC research and facility funding pro-
vided by RITA, and it came about because of the
high value work product in terms of CFD, CSM, and
related training and support produced by TRACC in
the application of high performance computing to
problems of interest to FHWA at the TFHRC Hydrau-
lics and Aerodynamics laboratories.

Computational structural mechanics

During this quarter, the GUI, gsub-dyna-gui, was sig-
nificantly improved, and all the designed features
were coded into the application. The final stage of the
development primarily included implementation of
the tools for diagnosis of the jobs: (1) viewing statis-
tics files from LS-DYNA calculations, (2) tracking
standard output messages from the solver, (3) view-
ing energy balances of the simulation, and (4) view-
ing activity of the master compute nodes of a specific
job. The figure below shows the job diagnosis and
tools menu that is invoked in GUI by clicking on a
specific job listed in the Job Status window. The most
useful feature added is the automatic plotting of the
energy balance components, time step size and en-
ergy ratio graphs for a given simulation process.
These quantities are the most important measures of
numerical stability and correctness of the simulations
of the physical problem. Adding this feature to the
GUI allows users—in a very short time—to determine
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File @Qsub Terminal LSTC Software

L3-D¥NA Input | LS-DYHNA Version | Resources | Additional Options | LS-0OPT Options | MADYMO Options | Tenminal | Job Status I
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open d3hsp file

open standard output
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ssh to master node

R
R
R
R
R
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R
R
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open work directory in browser
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Program for Paratransit Bus-
es. The FDOT standard de-
fines additional requirements
for validation of computation-
al models and introduces De-
formation Index as a meas-
ure of overall deformation
experienced by the bus. In
ECE-R66 the tested bus,

with blocked suspension, is
placed onto the tilting table,
and slowly tilted to its unsta-
ble equilibrium position. Next,

= terminate job (swl switch)
delete job (gdel-dyna)

| Hide Completed Jobs

| Show L5-DYHNA Jobs Only

under its own weight, the bus
falls into the 31.5 in deep, dry
and smooth, concrete ditch.

-

Refresh Window

[press and hold a mouse button on your job ta get contral menu

the quality of the results from a numerical point of
view.

FAMU-FSU was still the most active collaborator in
the CSM research area. The initial FE models of the
buses that were used by FAMU-FSU were developed
by current TRACC staff member Dr. Cezary Bojan-
owski when he was still a student at FSU. Extensive
consultation was provided to FAMU-FSU College of
Engineering on their current research related to en-
hancement of safety in paratransit buses. At that time
two different safety standards for roof integrity were
investigated: the US standard FMVSS 220 and the
European UN-ECE Regulation 66 (ECE-R66) with its
variation applicable to paratransit buses -- the Florida
DOT Standard. FMVSS 220 establishes performance
requirements for school bus rollover protection, but is
also frequently used as a required safety standard for
the other types of buses used in the US. The concept
of FMVSS 220 is to statically apply the force equal to
1.5 times of the weight of an unloaded vehicle
(UVW). If the vertical displacement does not exceed
5.125 in, during a force application process, and all of
the emergency exits are capable of opening during
the maximum force application, and after the load
was removed, then the vehicle is considered to have
passed the test.

ECE-R66 defines a full scale dynamic rollover pro-
cedure as a basic approval experiment. Expanded
version of the ECE-R66 is presented in Florida De-
partment of Transportation (FDOT) Standard, which
was developed as a Crash and Safety Assessment
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The pass-fail criteria in Regu-
lation 66 are based on the
concept of the residual space (RS). The residual
space is defined as a space required to be kept intact
in order to provide a survival zone for passengers
and a driver. No part or element of the vehicle can
intrude into the RS during and after the impact.

Multiple LS-DYNA simulations of both tests were
performed recently on the TRACC cluster. The inves-
tigated bus failed the simulated rollover test accord-
ing to the ECE-R66 and the FDOT Standard. The
residual space has been compromised by the side
wall entering the RS during the test. The deformation
exceeded by over 60% the critical limit.

The same FE model has been used to simulate the
conditions of FMVSS 220 for quasi-static load re-
sistance of the roof structure. The investigated bus
passed the FMVSS 220 quasi-static load resistance
test of the roof structure. The roof withstood the load
of 1.5 UVW without exceeding the limit value of the
deformation. The maximum displacement of the force
application plate was 4.76 in (with 5 in being the lim-

Page 54



it). Although the validated FE model of a paratransit
bus passed the test procedure FMVSS 220, it signifi-
cantly failed the dynamic rollover test as specified in
ECE-R66. This leads to the conclusion that the tests
are not equivalent and different approval decisions
can be issued based on different methods of testing.
For the paratransit buses more conservative — dy-
namic rollover testing according to UN ECE R66
should be used.

In order to implement the work done by
Northern lllinois University students to a real
bridge, TRACC CSM staff developed a FE
model of the Bill Emerson Memorial Bridge.
During this quarter, vehicle-bridge interaction
was studied in more detail and simulations of
traffic loading on the bridge have been per-
formed. The interaction between the simplified
model of the vehicle and the bridge structure
was performed with LS-DYNA using RAIL al-
gorithms. A track represents the path built
of beam elements that is followed
in the simulation by a generalized vehicle.
The road roughness was defined
in the interaction as well. The roughness can
either be taken from the field measurements or gen-
erated using mathematical expressions based on
empirical approach. For that purpose, the road sur-
face was considered to be a random deviation from

3E+04

Force (N)

Sensitivities Plot for FORCE_RES

with 90% Confidence Interval

The vehicle had mass and size properties represent-
ing the standardized AASHTO HS 20-44 truck. Re-
sults of two cases of traffic loading were considered:
with one truck and with twenty trucks (ten in each di-
rection). The maximum deflection in the case with
one truck was about 0.04 m. The maximum deflec-
tion with twenty trucks was about 0.43 m. For the an-
alyzed cases, the traffic loading did not introduce

4E+04
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parametric excitations in the stay cables, most likely
because the cable system uses multiple levels of
cross-ties between the cables.

The Computational Structural Mechanics staff con-
tinued evaluation of the most effi-
cient numerical multi-physics ap-
proach for modeling bridge stability
for bridges with supporting piers

fpres

shear

bulk | |

| embedded in scour holes. Using
LS-OPT, a sensitivity study was
performed on the Lagrangian
model. It can be confirmed by this
study that the most robust and re-
liable approach turned out to be a
hybrid approach that used the SPH
formulation in the soil region with
high material distortion and the
Lagrangian formulation away from

-0 S5E+03 1E+04
Terms in expansion of FORCE

a perfect flat road surface. The RAIL algorithm in LS-
DYNA allows solving this problem by modeling only
simplified vehicles. For this study, a truck was mod-
eled as a3D mass-spring-damper  system.

TRACC/USDOT Y6Q4

the highly distorted soil. This ap-
proach was insensitive to loading
rates and mesh density. Sensitivity
studies on parameters used in soil
material models showed that a yield surface parame-
ter was the most influential on the response of the
soil. It must be determined experimentally with great

1.5E+04

Page 55



accuracy. The second most important factor
was soil density.

October 2010 to December 2010

The major change in TRACC'’s operation in
December 2010 was the move of the facilities
(as well as the high performance computing
system) to the Argonne National Laboratory
site, located near Lemont, IL. TRACC'’s location
at the DuPage Airport Flight Center had always
been a temporary solution, and had been initial-
ly envisioned as being a driving factor in estab-
lishing the DuPage National Technology Park
close to this location in West Chicago. With the
economic downturn of previous years, as well
as decreased interest by partner universities in
investing in the research park, the decision of operat- ~ gonne’s main entrance, and the high performance

ing TRACC at a remote facility were re-examined, ~ computing cluster system was relocated to an ideal
computer room in Building 240, co-located with some

of the fastest computers in the
world. This placement ensured
state of the art support, and full
integration into one of the most
secure but widely accessible
network environments in the
United States.

The move to Argonne was
decided upon at very short no-
tice, but didn’t interfere signifi-
cantly with  TRACC’s regular

operation. TRACC facilities were unavailable for a

few days, with the HPC system being back in full op-

eration within a week. The move was scheduled
- around training courses and other utilization of the
TRACC facilities, and similar capabilities were
reestablished at building 222. The visualization
equipment on loan under a bailment agreement with
UIUC was returned to UIUC. A continuation of the
bailment agreement with the university would not
have been cost effective due to the aging of the
equipment that had been in use at the DuPage Air-
port facility for over 8 years. TRACC decided to cre-
ate needed visualization and training capabilities
based on more cost-effective equipment, and start-
ed operating a suitable training facility for up to 32
participants.

and senior Argonne management decided to provide
a suitable location for TRACC onsite. TRACC'’s offic-
es were now located in building 222 close to Ar-
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A number of new users and projects
started up as well. Most notably, the
EPA signed up a larger group of users
and even visited the TRACC facility for
a few days to work side by side with
TRACC system administrators to design
an appropriate mechanism to run
MOVES on the TRACC HPC cluster.

TRACC also hosted the 2010 Yearly Meeting of ITS
Midwest. The meeting was held at conferencing fa-
cilities at Argonne’s main site, and a reception was
held at TRACC’s DuPage Airport facility right before
closing it down.

Despite the move, the TRACC facility still hosted
two training sessions during the quarter. This includ-
ed a training class in the computational structural
mechanics area and a workshop on the Highway Ca-
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pacity manual. Other meetings were held in coopera- A

3nsportat1b Research
-wa/YSIS Computing Cen
CC- A USDOT Fund

tion with the Chicago Metropolitan Agency for Plan-
ning as part of their outreach programs.

Transportation systems simulation

A major event in the area of transportation systems
simulation and evacuation planning was the com-
mencement of the RTSTEP project with the City of
Chicago. The project had been proposed to the City
two years earlier, and the development of a contract
that the City of Chicago, the Uni-
versity of Chicago, Argonne, and
the US Department of Energy
could agree upon took until De-
- cember 2010. The project started
under serious time constraints in
December 2010, and was targeted
to be fully finalized by August 31,
2011. An eventual time extension
allowed TRACC to work on this
project until November 2011.

% Under the contract, TRACC was
. the lead agency with subcontracts
for AECOM (a large consulting
company with essential expertise
B in the application of TRANSIMS),
£ ] CMAP (the Chicago Metropolitan
_ Agency for Planning), IIT (the 1lli-

nois Institute of Technology), and
NIU (Northern lllinois University).
TRACC personnel were coordinating the project
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closely with Chicago’s Office of Emergency Man-
agement and Communications (OEMC) and the Chi-
cago Department of Transportation (CDOT). In addi-
tion, Argonne’s experts were on the transportation
subcommittees of the ITTF (lllinois Terrorism Task
Force) and the RCPT (Regional Catastrophic Pre-
paredness Team) to interact with emergency re-
sponders.

Computational Fluid Dynamics

Scour Analysis

Analysis of three-dimensional scour processes at
real bridges was recognized to be a complex multi-
disciplinary problem that included several research
topics beyond just the CFD that included turbulent
and multiphase flow with water erosion physics: it's
successful development also relied on the new area
of fluid structure interaction, meshing that required
complex mesh morphing, high performance compu-
ting, and eventually GIS or USGS topographic data
on flood plains, channel bottoms, and structures and
vegetation along rivers and streams.

GIS
USGS Data
CAD

HPC
Computing

Scour

Modeling
Water Fluid

Structure
Interaction

Erosion

Physics
Turbulent

and
Multiphase
Flow

With all of these interdependent software modeling,
computation, and data needs, the value of using well
benchmarked commercial software that is inde-
pendently benchmarked by a large community of us-
ers was also accepted to be an important factor in
moving toward more comprehensive 3D scour mod-
els that could be applied to real bridge foundations.
A significant success in getting all of this software to

TRACC/USDOT Y6Q4

work together on TRACC’s high performance cluster
was the completion of a master’s degree on cylindri-
cal pier analysis with mesh morphing and remeshing
when the bed displacement became large.

Wall Shear Stress: Magnitude (Pa)
0.010000 0.20800 _0.40600 0.60400 0.60200

Sand bed shear stress distribution near the start of the
scour process around a cylindrical pier. The critical shear
stress for initiating motion of sand on the bed is
approximately 0.18 Pa.

Wall Shear Stress: Magnitude (Pa)
0.40600 0.60400

0.80200

A symmetric half of scour around a single pier was
computed, and although the scour hole was clearly
too steep for conditions of non-cohesive sand sedi-
ment, the complex procedure to compute the evolu-
tion of the scour hole through a large series of auto-
mated computer runs with remeshing over a time pe-
riod of several days was in place. This capability
would provide a basis to add refined physics models
to achieve a more realistic scour hole.

Culvert Analysis

The focus of culvert modeling turned to modeling
and computation of flow energy losses, primarily tur-
bulent energy dissipation in a culvert. In the labora-
tory at TFHRC, the culvert flume was converted to a
tilting flume to determine a tilt angle needed to keep
the water level constant as water flowed through the
culvert. Under these conditions gravitational potential
energy added to the flow kinetic energy as it flowed
downhill exactly made up for the flow energy losses
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due to turbulent energy dissipation created by walls
and the ribbed barrel. The CFD model was modified
to iteratively seek that same tilt angle by adjusting the
angle of the gravity vector acting on the flow field.
Post processing computation of
the energy lost to turbulent dis-
sipation was also successfully
performed. The capability to di-
rectly compute flow energy loss-
es through a culvert demon-
strated the potential of using
CFD to determine quantities that
are very expensive to determine
with laboratory experiments.

Computational structural mechanics

The TRACC cluster, Computational Structural Me-
chanics staff, and cluster administrator continued to
provide computational and support resources to an
expanding user base of DOT researchers using
computational structural mechanics tools to address
design and safety issues. Two new Computational
Structural Mechanics collaborators were added; both
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were students at Northern lllinois Universi-
ty who continued the research work of the
two students who graduated and did their
thesis work in CSM.

TTI researchers were investigating the
performance of a crash wall design to de-
termine its effectiveness in reducing the
damage to wall panels during a vehicular
~ impact. The simulations were based on
| Test Level 4 impact conditions of the new
AASHTO Manual for Assessing Safety
Hardware (MASH). This involved a
10000-kg single unit truck (SUT) impact-
ing at 90 km/h (56 mi/h) and 15 degrees.
The figure below shows SUT impact on
the MSE wall panels and for SUT impact on the
crash wall. Damage to the MSE wall panels resulting
from direct vehicle impact was extensive and would
require very costly repairs. Damage was significantly
reduced by the inclusion of the
crash wall. Based on these simu-
lations, a 0.2 m (8 in.) thick crash
wall was considered adequate to
reduce damage to the MSE wall
below levels that would require
repair.

TRACC staff continued work
evaluating the most efficient nu-
merical multi-physics approach
for modeling bridge stability for
bridges with supporting piers embedded in scour
holes. A second set of published data for soil pene-
tration tests was located and favorable comparisons
between experimental test results and simulation re-
sults were achieved using both the Smooth Particle
Hydrodynamics and multi-material Arbitrary Lagran-
gian-Eulerian  approaches. With the acquired
knowledge about simulating large deformations in
soils simulations were performed to analyze the fail-
ure of the Oat Ditch Bridge in California. This bridge
was classi-
fied as not-

scour-
critical, but
failed during
a flash flood.
Numerical
simulations
using LS-
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DYNA/MPP on the cluster produced the observed

failure mode.
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New work was initiated to develop credible models

Traffic Load Modeling on Cable Stayed
i Bridge, Transportation Research Board An-
= nual Meeting, Washington, D.C., January 23-
27, 2011
e Kulak R.F., Bojanowski C., Modeling of
Soil-Structure Interaction in Presence of
Large Deformations in Soil, Transportation
Research Board Annual Meeting, Washing-
ton, D.C., January 23-27, 2011.

Collaborative research between TRACC and
FAMU-FSU College of Engineering was described in
a third paper:

e Gepner B. Rawl C., Kwasniewski L. Bojan-
owski C., Wekezer J., Comparison of ECE-
R66 and FMVSS 220 Tests for a Selected
Paratransit Bus, Transportation Research
Board Annual Meeting, Washington, D.C.,
January 23-27, 2011.

for making reliable predictions of the response of
bridges and their components to blast loading. The
task has an experimental component to it through
TRACC’s planned participation in a proposed NATO
project. A multi-year research plan has been devel-
oped, to provide a capability to assess critical trans-
portation structures—initially bridges—to blast load
effects. In the first quarter of this project, TRACC fo-
cused mainly on studying the literature and exploring
LS-DYNA capabilities in regard to modeling blast
loading effects. Also benchmark tests for further LS-
DYNA simulations were chosen.

In this quarter, the CSM group gave an Introductory
Course: Developing Compute-efficient, Quality Mod-
els with LS-PrePost® 3 on the TRACC Cluster.
The training was held October 21-22, 2010 at
TRACC in West Chicago with interactive participation
on-site as well as remotely via the Internet. The train-
ing hosted 9 on-site and 35 remote participants.

Three papers submitted to the Transportation Re-
search Board (TRB) Annual Meeting Committee,
Washington, D.C., 2011 were accepted for presenta-
tion. The research conducted entirely by TRACC

CSM staff was described in two papers:

nnnnnnnnnnnnnnnnnn

Initial Penetrations

Introductory Course: Developing

28330400
it H 3.280e%00
Compute-efficient, Quality o]
Models with LS-PrePost® 3 hpvanely
on the TRACC Cluster T asserse]
October 21-22, 2010 Taweo ]
7.385¢01
West Chicago, lllinois 3830601
0.000e+00_|
&
The US Department of Transportation funded E
Transportation Research and Analysis Computing Center A
(TRACC) at Argonne National Laboratory will hold a training
course on (1) L5-PrePost — a tool for pre- and post-
processing of L5-DYNA simulations —and (2) on how to use Instructors
the software on the TRACC High Performance Cluster. The course will be given entirely by TRACC staff.
The workshops will be led by Dr. Cezary Bojanowski,
LS-PrePost was developed by Livermore Software Computational Structural Mechanics Engineer. Organization
Technology Corporation (LSTC) and is used with their LS- and support to the participants will be provided by Dr. Ron
DYNA and LS-OPT codes. The recently released LS-PrePost 3 Kulak, Senior Computational Structural Mechanics Leader
allows user to build the geometry, create the mesh, manage at TRACC.
the L5-DYNA model and post-process the results within
a new, modern interface. The software provides new CAD Location
capabilities including geometry fixing tocls, new application The training course will be held at the DuPage Airport Flight

tools, and improved and recrganized tools known to users

Center in West Chicago where Argonne's TRACC offices are
of earlier versions.

located. The training sessions will be held in TRACC's

. Collaboratory, which is on the third floor of the flight center.
The LS-PrePost Introductory Course is intended primarily The training sessions wil also be broadcast over

for finite element analysts who have prior basic knowledge the Internet. The link to the Adobe Connect session will be
of the LS-DYNA software package. The class will provide provided to registered participants

the analyst with the introduction to the LS-PrePost; thus,

rior software experience is not required. " "
P P a Registration

Participation in the training course is free. For onsite
attendees travel, lodging, and other expenses are the
responsibility of the participant. Please contact us at the
number or E-mail address shown below if you would like to
attend the training sessions either by Internet or in person.

The course will focus on the early stage of the model
development process within LS-PrePost including geometry
cleanup and mesh quality control tasks. The primary goal

of the course is to introduce the capabilities of the software.
The secondary goal is to show how to apply these
capabilities to build computationally efficient models. All

introduced tachniques and tools will be illustrated through Contact Information
simple hands-on examples. Presentation material, including Dr. Ronald F. Kulak
tutorial files, will be available to attendees for prior Argonne TRACC
download to ease the interaction during the course 2700 International Drive, Suite 201
West Chicago, IL 60185
The course will alse present specifics of running and 630578.4245
tracking the LS-DYNA jobs on the TRACC cluster in our newly C5M TRACC@anl.gov
develaped graphical mode wwiraccanl.goy
{2 ix oearusns oo
a .4/ ENERGY
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