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ABSTRACT

Bridge infrastructure is a critical element of the transportation system which makes
maintaining its safety and performance vital to a healthy society. However, the civil
infrastructure systems in the United States are decaying at an accelerated rate due to
factors such as aging, drastically increased traffic loads, insufficient funds for mainte-
nance and management, along with many others. The collapse of the I-35W bridge
in Minneapolis, Minnesota in 2007 has manifested the drawbacks of the maintenance
and management efforts currently implemented. In the State of Hawaii, bridges are
currently managed by the Bridge Section of the Hawaii Department of Transporta-
tion using Pontis, an AASHTO bridge and highway management software package.
The data required for this approach is obtained through periodic visual inspections,
which have been shown to be unreliable and subjective. This project develops an au-
tomatic structural health monitoring system that collects and analyzes realtime data
so that structural behavior is continuously assessed. The system includes sensing in-
struments, a data acquisition subsystem, a power supply unit, a data transmission
unit and a remote server for data processing and storage. The system is deployed
on a highway bridge in Honolulu, HI. The detailed design and installation of the
system are included in this report. Typical monitoring results are also presented to
demonstrate the effectiveness of the system.
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Chapter 1

INTRODUCTION

1.1 Background and motivation

The deterioration of civil infrastructural systems in the United States has been well
documented and publicized. Approximately 50 percent of all bridges in this coun-
try were built before the 1940s and currently about 42 percent of these structures
are structurally deficient, in need of strengthening and rehabilitation [1, 2, 3]. Par-
ticularly in Hawaii, about one-third of all the bridges in the state are obsolete or
structurally deficient. It has been estimated that the investments needed to enhance
the performance of deficient infrastructures exceed $900 billion worldwide [2, 3, 4].
These statistics underline the importance of developing reliable and cost effective
methods for massive rehabilitation as well as securing investments for the coming
years. The State of Hawaii is located in one of the seismic active regions. This
exacerbates the problem of gradual deterioration of the civil infrastructure over time
by introducing new damage to the structure or increasing existing damage. In order
for the State of Hawaii Department of Transportation (HDOT) to effectively manage
the state-owned bridges, it is essential to understand the true state of health and rate
of degradation of each significant bridge of the transportation system. This critical
information provides a rational basis for the optimum allocation of limited financial
resources towards the maintenance, rehabilitation and strengthening of the trans-
portation system as a whole. Currently in Hawaii, the state-owned highway bridges
are managed by the Bridge Section of the Hawaii Department of Transportation us-
ing Pontis, an AASHTO bridge and highway management software package. Bridge
maintenance is optimized taking account of all factors affecting bridge management.
These factors include the condition of the structure, load carrying capacity, rate of
deterioration, effect of traffic pattern, and the residual life of the structure, along
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with other similar factors. In particular, the following information is necessary for
bridge owners to develop optimal management strategies:

• the condition of each structural component of a bridge and the overall state of
the complete bridge;

• the load carrying capacity of a bridge and its most structurally vulnerable
components;

• the current extent and rate of deterioration of bridge components (to predict
future conditions);

• predictions of the time when a bridge will become substandard in terms of the
load carrying capacity;

• identification of maintenance requirements of a bridge;

• guidance on effective maintenance strategies and methods, and

• programs of maintenance work indicating the timing of specified maintenance
methods needed in order to minimize the life cycle cost of a bridge.

Currently, evaluation of the health condition of highway bridges relies primarily
on periodic visual inspection, which has been proved to have several issues [5]. First,
visual examination is labor intensive and time consuming and therefore cannot be
performed frequently. For example, to inspect the 758 state-owned bridges following
a 6-month schedule would require about 5 bridges be inspected daily. This is certainly
a prohibitively expensive task. Second, the reliability of visual inspections is ques-
tionable. Visual inspection is superficial and subjective in nature. Great disparity of
the examination results is unavoidable even when the inspection is conducted by ex-
perienced and well-trained engineers. According to a recent investigation performed
by FHWA [6], it was shown that the results of visual inspections, performed by differ-
ent intensively trained and highly experienced inspectors, varied significantly. Third,
visual inspections can be only performed at the component level, while the compo-
nents that need inspection must be readily accessible and safe to access. However, in
order to optimize resource allocation, it is necessary to determine the overall struc-
tural safety and serviceability, which can only be evaluated based on system-level
bridge assessment. System level assessment, however, cannot be achieved by me-
chanically summing up the component conditions obtained from visual inspections.
Fourth, visual inspections do not provide any information on the deterioration rate
or the evolution of the live load of the bridge inspected. It is then very difficult
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to estimate the life-cycle maintenance cost and as a result optimized maintenance
strategies cannot be developed. Finally, hidden damage and damage at early stages
cannot be easily identified with visual inspections. Preventive maintenance strategies
thus cannot be implemented.

The constantly changing and improving design guidelines also call for re-evaluation
of the condition of existing bridges designed with out-of-date design codes. Many
existing bridges were designed based on the allowable stress method. Such deter-
ministic design methodology, however, does not take into account the uncertainties
in a real world environment, such as randomness in material properties, boundary
conditions, etc. Such uncertainties can only be analyzed using probabilistic theory.
Reliability analysis is thus necessary for accurate evaluation of the condition and
performance of the bridges designed this manner [7].

1.2 Objectives

The goal of this project was to help the State of Hawaii establish a database for
structural health management of its highway bridges. Particularly, this project aims
at fulfilling the following objectives:

• to collect data and evaluate bridges using novel sensing technologies;

• to identify and quantify the types and ranges of typical parameters required
for monitoring;

• to develop and validate appropriate techniques for structural health monitoring
and evaluation of concrete bridges in Hawaii;

• to develop an IT-based framework for data analysis and condition evaluation,
and

• to evaluate the structural reliability of highway bridges.

The project are carried out in two phases. In Phase I, efforts are focused on the
development and deployment of instrumentation systems. IT-based framework is also
established in this phase for data collection and analysis. In Phase II, continuous,
long-term data will be analyzed so that a long-term structural performance can be
evaluated, and finally, the reliability of selected bridges can be assessed.
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1.3 Overview of chapters

This report is organized as follows.
Chapter 2 provides a brief literature review of bridge monitoring technologies. It

discusses the differences and similarities between structural health monitoring and
non-destructive evaluation. The state-of-the-art technologies and applications in the
practice of bridge monitoring are also summarized.

Chapter 3 presents the bridge selection process and philosophy. Several bridges
were considered as candidates for this project. Results obtained from inspection of
the candidate bridges are summarized. Waiau Interchange was selected for instru-
mentation and its plan is also presented.

Chapter 4 describes the design of the monitoring system. The systems contains
sensors, a data acquisition subsystem, a power subsystem, and a data transmission
subsystem. The sensors include linear variable displacement transducers (LVDT),
strain gauges, and temperature sensors. The data acquisition, power, and data
transmission subsystems were customized to meet the needs of the project.

Chapter 5 describes the installation process. The deployment of the system was
accomplished in two phases. In Phase 1, a power supply system was designed and
installed. The sensors and supporting subsystems were then installed in Phase 2.

Chapter 6 presents a portion of the data collected. The activities of the cracks
being monitored are successfully captured by the system.

Chapter 7 offers a summary and conclusion of this project. The bridge is being
continuously monitored, with data being wirelessly transmitted to a server located
at University of Hawaii, Mānoa.

11



Chapter 2

BRIDGE MONITORING

2.1 Structural Health Monitoring

Structural health monitoring (SHM) is a relatively new practice in civil engineering.
The objectives of a SHM system may generally include [8]: (1) to validate design
assumptions and parameters; (2) to detect anomalies; (3) to provide realtime in-
formation about structural safety and performance; (4) to provide information for
prioritizing activities and resources. A SHM system typically consists of three major
components, which are (1) sensing units that provide necessary measurement data;
(2) data acquisition and transmission components; and (3) signal processing com-
ponents that automatically analyze the obtained data and quantitatively determine
the condition of the structure.

Structural health monitoring is highly related to the traditional field of non-
destructive evaluation (NDE) [9], both of which can be classified under the framework
of monitoring and assessment methods for structural evaluation [10]. In general, SHM
focuses more on monitoring globally the in-service structural behavior, while NDE
is more considered as associated with damage identification, which can be achieved
at different levels, such as

1. Onset of damage

2. Localization of damage

3. Classification and severity of damage

4. Residual service life of the structure
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It is noted that the definition of structural health monitoring has been changing and
its distinction from non-destructive evaluation has not been clear-cut. In a more
recent study, SHM is defined as the process of implementing a damage identification
strategy [11].

2.2 State-of-the-art Technologies

Historically, methods of structural health monitoring have been classified into two
categories, i.e. the global methods and local methods. The global vibration-based
techniques are methods that determine the health condition of structures by the
changes in their dynamic properties or responses. These techniques should be well
suited to automation and should have a minimum reliance on the engineering judg-
ment of the users and on an analytic model of the structure. These ideal techniques
should also be able to take into account operational constraints and to identify dif-
ferent types of damage including both linear and nonlinear conditions. A great deal
of early research work on damage detection has been focused on detecting the change
of structural modal properties, such as natural frequency, mode shape, and others.
Summaries of these research efforts can be found in Chong [12], Kirmidjian et al.
[13], and Doebling et al. [14]. Recently, novel techniques in modeling, sensing and
signal processing have been used by many researchers to develop more effective and
efficient methods. For example, empirical mode decomposition, wavelet analysis have
been used to develop global damage detection methods [15, 16, 17, 18, 19]. Lus et
al. [20], Dyke et al. [21], among others, have used modern system identification
techniques to develop methods for damage detection and identification. Real time
health monitoring has also been studied by the author and his colleagues [22].

The local detection techniques are either visual or localized experimental methods
such as the use of X-rays [23], strain gauges [24], optical fibers [25, 26], ultrasonic
vibrations [27, 28], eddy currents [29], acoustic emissions [30], infrared measurements
[31, 32], and lamb waves [33]. Kessler and Spearing [34] summarized and compared
the strengths and the limitations of these mechanisms as well as their potential in
structural health monitoring applications. These local techniques generally require
prior knowledge about the vicinity of damage and the portion of the structure being
examined by these local techniques should be readily accessible.

It is obvious that the local and the global techniques, having their own advan-
tages and limitations, would compliment each other and contribute to a more com-
plete health monitoring system for civil engineering structures. While the global
vibration-based techniques have the potential to detect an occurrence and to locate
an approximate location of possible structural damage, it is the local detection tech-
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niques that can provide more direct and accurate assessment about the severity and
extent of the damage.

Long-term structural health monitoring systems have been implemented on many
in-service bridges all over the world. For example, in Europe, the Westend bridge was
among the earlier bridges instrumented for automatic monitoring [35]. This bridge
is a 243 m long continuous pre-stress concrete bridge and consists of a three-cell box
girder. Instruments were installed in 1994 to monitor the growth of multiple cracks
within the girder. In 1996, the Versoix bridge in Swiss was instrumented to monitor
possible differential shrinkage due to additional concrete added asymmetrically [36].
Over 100 fiber optic sensors were deployed to monitor the bridge deflection. In
2000, the Skovdiget bridge in Copenhagen, Denmark was instrumented to monitor
unexpected settlement [37]. A summary of the SHM applications in Europe can
be found in Casciati et al. [38]. In the US, bridges of different types have been
instrumented for a variety of purposes [39]. Particularly, there are currently about 40
long-span bridges, with spans of 100 m or larger, have been instrumented worldwide
for structural health monitoring purposes. Examples include the Great Belt bridge
in Denmark [40], the Confederation bridge in Canada [41], the Tsing Ma bridge in
Hong Kong [42], the Commodore Barry bridge in the US [43], the Akashi Kaikyo
Bridge in Japan [44], and the Seohae Bridge in Korea [45].
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Chapter 3

BRIDGE SELECTION

3.1 Bridges considered

Based on the need of HDOT, eight box-girder bridges and a steel bascule bridge
were identified from the bridge inventory record to be suitable for this project. The
bridges are listed in Table 3.1. Due to limited time and resources, the list was then
narrowed down to five bridges that were later inspected to select the final bridge for
this project. The bridges selected for inspection included:

• Puowaina Interchange (On Ramp)

• Puowaina Interchange (Off Ramp)

• Waiau Interchange

• Airport Interchange (Paiea On-Ramp)

• Harbor Bridge #2 (Steel Bascule)

Inspection of these bridges was not carried out in place of the two-year regular
bridge inspection, but rather, it was for the purpose of determining a candidate
bridge for the research project. The following factors were weighted more during
inspection.

• Bridge condition (cracking)

• Traffic (excessive vibration)

• Safety for field work

• Easy access
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Name Location Type Comment
Puowaina I.C. Honolulu Box Girder On ramp
Puowaina I.C. Honolulu Box Girder Off ramp
Halawa I. C. Honolulu Box Girder
Waiau I.C. Honolulu Box Girder
Pearl Harbor I.C. Honolulu Box Girder
Airport I.C. Honolulu Box Girder
Kapiolani I.C. Honolulu Box Girder Functionally obsolete
Hanamanu Viaduct Kauai Box Girder
Harbor Bridge #2 Honolulu Steel bascule

Table 3.1: Bridges considered as candidates of the project

3.2 Findings

The selected bridges were visited multiple times within a week. The volume of traf-
fic during the day, especially during rush hours for all the bridges were quite large.
Among them, Harbor Bridge #2, through which many heavily loaded trucks pass
every day and Waiau Interchange seemed to have the most traffic loads. Particularly,
excessive vibration due to traffic was observed from Waiau Interchange. Cracking
was observed in almost all of the concrete bridges. The number of cracks of Waiau
Interchange again far exceeds that of the other bridges. Relatively long shear and
flextural cracks were observed in Waiau Interchange. However, as the inspection
was carried out in a rather qualitative manner, i.e. visual inspection with no mea-
surements made, the level of bridge vibration or the detailed information about the
cracks were not quantitatively determined during inspection.

Based on the observed bridge condition, traffic volume, and the inspection reports
provided by the HDOT bridge maintenance section, Waiau Interchange and Harbor
Bridge #2 were considered as more suitable for this project. However, Harbor Bridge
#2 is over water and thus making it more difficult for instrumentation. This higher
installation cost led to the selection of Waiau Interchange for this project.

3.3 Waiau Interchange

The Waiau Interchange Bridge, built in 1970s, is a continuous concrete box girder
bridges located on Island of Oahu in Hawaii (see Figure 3.1). An overpass of a local
road (Moanalua Rd) with two spans, the Waiau Interchange bridge is part of the
H1 freeway. After more than 30 years of service, many cracks have developed. Both
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shear cracks on the web and flexure cracks in the middle of the span are present and
extensive (Figure 3.2). The major concern of the bridge is its current health status
due to severe cracking. Monitoring of the crack extension and measure of its current
resistance capacity are most valuable for the decision making on the maintenance
of the bridge. This project is to develop and install a Bridge Monitoring System
focusing on the progress of crack opening, strain values due to traffic loads at strate-
gically selected locations, as well as the temperature values at various locations. The
ultimate goal is to determine the resistance capacity of the bridge and to determine
whether the current cracking poses a safety concern.

3.4 Instrumentation plan

Waiau Interchange was instrumented to monitor crack opening and propagation of
several existing cracks as well as bridge vibrations due to traffic loads. Cracks are
monitored using potentiometers and/or LVDTs. Fiber optical systems for this pur-
pose were considered due to the improved accuracy of the measurement. However,
the plan of using fiber optical systems was discarded due to limitation of research
funds. The measured data is wirelessly transmitted to a central server and will be
available for download through Internet connection.
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(a) Plot plan

(b) Vicinity map (c) Local area

Figure 3.1: Geographical location of Waiau Interchange
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Figure 3.2: Cracks observed on the bridge
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Chapter 4

SYSTEM DESIGN

4.1 System architecture

The primary concern of the Waiau interchange is cracking and the high volume
of traffic load. Instrumentation is focused on cracking monitoring. Three types of
sensors are used in this project, i.e. linear variable displacement transducers (LVDT),
strain gauges, and temperature sensors. The primary locations to be monitored are
shown in Figure 4.1.

The system consists of sensors, data acquisition system, power supply, data trans-
mission module, server, and client. The system architecture is shown in Figure 4.2.
The substation consists of signal conditioners for the sensors, a single board com-
puter (SBC) for multifunctional data acquisition and processing, and a wireless data
transmission module. The substation is developed so that the raw data obtained
from different types of sensors can be processed simultaneously. Using the embed-
ded signal conditioners, the substation transfers pre-processed data wirelessly to a
remote server via secured wireless internet connection. The server is equipped with
an SQL database that is used to store the data, generate reports, manage data com-
munication and other management tasks. Users obtain access to the database via a
software designed specifically for client usage.

In this project, ten cracks from the two sides of the bridge are selected to be
monitored using LVDTs as indicated in Figure 4.1. Four strain rosettes are installed
on the inbound side to monitored the principle strain of the two spans. Tensile strain
gauges are installed at the bottom of the box girder of the outbound side for the
two spans, respectively. Ambient temperature, as well as the temperature inside
the concrete, is also monitored with four temperature sensors. The data acquisition
system, power supply, and the data transmission module are installed on the inbound
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(a) Inbound side

(b) Outbound side

Figure 4.1: Crack location
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Figure 4.2: System architecture
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Figure 4.3: Sensor layout

side of abutment #1.

4.2 Sensors and substation

Ten LVDT sensors are installed to monitor crack opening displacements (COD). Each
LVDT sensor is composed of a transducer and an amplifier as the signal conditioner.
Two axial strain gauges are used for measuring longitudinal strains for the two spans,
which can be used to infer bridge curvature for later detailed analysis. Four strain
gauge rosettes are used for measuring principal strains/stresses. Four temperature
sensors are used to measure the temperatures of girder and ambience. The location
of the sensors is shown in Figure 4.3. The layout of the substation is shown in Figure
4.4.
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Figure 4.4: Substation layout

The functional diagram of the substation is shown in Figure 4.5 Such a design was
determined to be ideal for the moderate level of analog signal monitoring required
in this project. In addition, the on-board processor significantly reduces the amount
of programming required to aggregate bandwidth. All of the raw signals collected
from the sensors are transferred to the single-board computer to be analyzed and
transmitted. The substation provides the following functionalities:

• Interface with analog signals, digital signals, and counter/timer signals from
sensors;

• Calibrate sensors and pre-process data;

• Perform statistic evaluation of the data, such as average, maximum, minimum,
frequency, and deviation;

• Provide temporary real time data storage in the case of interrupted communica-
tion with server and resume data transmission upon connection reestablished;

• Provide early warning when abnormality detected;

• Self-test and power management;

• Designed to be water proof and static electrical isolation;

The software in substation is characterized by the following:

• The embedded software in the substation includes three parts. Part one deals
with communication between sensors and server, which is through an embedded
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(a) Functional diagram of substation

  (b) Substation

Figure 4.5: Substation configuration
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wireless module. Part two performs data processing. Part three controls the
configuration of the station such as sensor type, data acquisition frequency,
and storage length, etc.;

• Signals from sensors are calibrated and filtered to be meaningful real-time data;

• Real-time data are stored in station for one month or other specified period
depending on the capacity of storage.

Through a GPRS system, such as 3G network cell phone technology, both real-time
data and saved data are wirelessly transmitted to a server at University of Hawaii.
The processed data from on site station will be stored in the server. The storage
capacity will allow processed data to be stored for up to 5 years without requiring
a new hard disk. Client software can also run on server. The software in the server
has the following features.

• Includes server program and client versions;

• The server version manages the database on server. It receives processed data
from substation and saves them in the database;

• The client version provides a user interface. It has the functionality of data
analysis, e.g. correlation analysis, spectrum analysis. Crack development due
to temperature and traffic effect can be distinguished by correlation analysis.

The overall requirements for the data acquisition are listed below.

• Low-power VIA Eden processor (800MHz Pentium-III class processor)

• On-board data acquisition circuit with auto-calibration

• Signal conditioner for strain gauges and LVDTs

• -40◦C to +85◦C operating temperature

• 512MB SDRAM soldered on board

• Rugged design ideal for outdoor applications

• 32 wide-range analog inputs, +/-10V down to 0-1.25V

• 16-bit A/D resolution

• 2048 A/D sample FIFO with programmable threshold
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• 250KHz max sample rate

• Programmable input ranges

4.2.1 LVDT system

Each LVDT sensor set is composed of a transducer and a conditioner. The transducer
is of model GT2500 and the conditioner is of model S7TW, as illustrated in Figure
4.6. Both were product of RDP Electronics Ltd., UK.

As is well known, LVDT sensor is probably the most robust and reliable position
sensor type available. The strength of its principle is that there is no electrical contact
across the transducer position sensing element, which for the user of the sensor, means
clean data, infinite resolution and a very long life. The GT series gauging transducer
employs precision linear bearings to optimize the LVDTs measurement precision and
repeatability. It features high cycle life, stainless steel, infinite resolution, very high
accuracy, precision linear bearings, and miniature.

The GT2500 is a kind of spring return LVDTs which are appropriate where it
is not possible to connect the transducer armature to the moving component being
measured. It has bearings to guide the armature inside the measurement sensor and
a spring which pushes the armature to the fully out position.

The main specifications of GT2500 are as follows:

• Range ±2.5mm (±0.1′′)

• Linearity error (% F.S.) < ±0.25/± 0.1′′

• Total weight 0.4oz

• Spring force at X 4.1oz

• Spring rate 24.2oz/inch

• Inward over-travel 0.03′′

• Outward over-travel 0.01′′

• Sensitivity (nominal) 375mV/V

• Size L=2.26′′, X=0.80′′, B=0.71′′ (No clamp zone)
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(a) Transducer GT2500 (left) and amplifier S7TW (right)

 

(b) Transducer outline

Figure 4.6: LVDT sensor set
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Channel Name Serial No. Linearity (%) Sensitivity SLV DT

(mV/V/mm)
LT-01 130036 0.23 152.77
LT-02 130037 0.24 151.63
LT-03 130038 0.24 156.42
LT-04 130039 0.23 153.67
LT-05 130040 0.19 159.62
LT-06 130041 0.24 160.09
LT-07 130042 0.21 153.25
LT-08 130043 0.14 157.96
LT-09 130044 0.24 160.37
LT-10 130045 0.25 160.22

Table 4.1: Summary of 10 LVDT channels calibration result

The sensitivity of LVDT sensor was calibrated as follows

SLV DT =
(VLV DT − V0) /VEXC

d
(mV/V/mm) (4.1)

where

d −− displacement (mm);

VLV DT = (mA× 24.9Ω)×Gain — raw data (mV), Gain=2.0;

V0 −− initial voltage at zero setting (mV);

VEXC −− Exciter voltage (V).

The original calibration record by RDP LLC., UK, for the ten LVDT channels
LT-01 – LT-10 are given in Appendix I. Table 4.1 summarizes the calibration result.

There are two kinds of connections from LVDT sensors to substation. One is the
connection between a LVDT transducer and its amplifier or conditioner; the other
is between the conditioner and substation. Each LVDT transducer has six wires for
connecting to its conditioner, and an extension cable with two core wires, which is
used for connecting the conditioner to substation. The detailed connection and color
codes are demonstrated in Figure 4.7 and Table 4.2, respectively. The layout of the
LVDT subsystem is shown in Figure 4.8.

29



(a) LVDT transducer diagram

(b) Conditioner diagram

 Substation

LVDT Terminal

red (V+)
black (V-) 1

2 CH.1

red (V+)
black (V-) 1

2LT #10
CH.10

LT #1

red (V+)
black (V-) 1

2LT #3
CH.3

red (V+)
black (V-) 1

2LT #4
CH.4

red (V+)
black (V-) 1

2 CH.5
LT #5

red (V+)
black (V-) 1

2LT #6
CH.6

red (V+)
black (V-) 1

2LT #7
CH.7

red (V+)
black (V-) 1

2LT #8
CH.8

red (V+)
black (V-) 1

2LT #9
CH.9

red (V+)
black (V-) 1

2 CH.2
LT #2LVDT #1 (local sensor node)

LVDT
(GT2500)

Signal Conditioner
(S7TW)

Terminal

6wire

1
2
3
4
5

6
7

shield
black
green

blue
yellow

red

red (V+)
black (V-)

LT #1

(c) Terminal connection of LVDTs, conditioners and substation (Among the 10 channels,
only the detail for the 1st LT-01 is shown)

Figure 4.7: Connection details of LVDT sensors, conditioners and substation
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LVDT Sensor Conditioner Extension Substation
(GT2500) (S7TW) Wire
Red 1, Exciter
Yellow 2, Exciter
Blue 3, Signal
Green 4, Signal
Black N/A

6 Red (V+) 1
7 Black (V-) 2

Table 4.2: Color code for LVDT terminals

 

Figure 4.8: LVDT subsystem layout
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Figure 4.9: Strain gauge (HBP-35-250-06-3VR)

4.2.2 Strain measurements

For the axial strain measurement, Polymide Carrier Strain Gauge HBP-35-250-06-
3VR (Hitec Products, Inc., see Figure 4.9) was chosen, which features

• Strain Range: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .±2000µ

• Gauge Resistance: . . . . . . . . . . . . . . . . . . . . . . . . . . . . 350Ω standard, 120Ω optional

• Temperature Range: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -50 ◦F to 180◦F

• Waterproof

Whereas, for the strain gauge rosette encapsulated strain gauge DMS/Serie Y 1-
RV91-6/120 (Dehnungsmessstreifen & Zubehör, Germany, see Figure 4.9) was cho-
sen, which features

• Encapsulated strain gauges

• High mechanical protection

• Temperature Range: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -70 ◦C to 200◦C

• Strain Range: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ±20, 000µ

• Nominal Resistance: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120Ω

To facilitate processing the strain measurements, some expressions are given be-
low. The differential strain between the gauge locations is related to the curvature
∆k as follows

∆k =
∆εtop −∆εbot.

L
(4.2)
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1-Z
2-Z
3-X
4-X
5-Y
6-Y

Direction of X

(a) Outline (b) Terminal Code

Figure 4.10: A 1-RV91-6/120 strain gauge rosette

where L is the vertical distance between the locations of top and bottom strain
gauges. The curvature ∆k is directly related to the bending moment due to load
∆M , material properties and geometry via

∆M = ∆k (EcIc) (4.3)

where the Young’s modulus of concrete Ec = 38 GPa, the moment of inertia (ob-
tained from typical as-built drawings) Ic = 15.65 m4. Equation 4.3 provides several
possibilities for bridge monitoring, including estimation of dynamic vehicle loading
(load monitoring) or monitoring for gradual changes in the local flexural rigidity
(structure monitoring). Estimation of dynamic vehicle load is important in assessing
the potential of fatigue damage processes and in determining whether design ratings
are being locally exceeded. The procedure is not straightforward, particularly in the
case of multiple vehicles arriving at the bridge in rapid succession, due to dynamic
effects. The latter monitoring possibility - structure monitoring - is to use Equation
4.3 to directly monitor the integrity of the sectional moment of inertia.

Signals from the axial strain gauge and strain gauge rosette are conditioned by
Dataforth modules SCM5B38-33 (in half bridge connection) and SCM5B38-31 (in
full bridge connection), respectively. The manufacturer data sheets of the strain
gauges and input modules are given in Appendix II.

As principal strain sensors, strain gauge rosettes are installed on the side of the
box girder in which the shear reinforcement has been determined to be under the
greatest stress. The measurements allow indirect determination of the stress level
in shear reinforcement and are consequently best suited for monitoring for signs of
impending yield conditions. The principal strains, orientation angle and principal
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Figure 4.11: Orientation of the rectangular strain gage rosette

normal stresses are calculated as follows:

ε1,2 =
εx + εy

2
± 1√

2

√
(εx − εz)2 + (εy − εz)2 (4.4)

φ =
1

2
arctan

(
εx − 2εz + εy
εx − εy

)
(4.5)

σ1,2 =
Ec

1− ν
εx − εy

2
± Ec√

2 (1 + ν)

√
(εx − εz)2 + (εy − εz)2 (4.6)

where

ν Poisson ratio;

εx, εy, εz Strains in the angular directions of 0◦, 45◦, and 90◦, respectively, as shown
in Figure 4.11.

There are two kinds of connections from strain gauge sensors to substation. One is
the connection between a strain gauge and its conditioner; the other is between a
conditioner and the substation. For strain gauge rosettes, each rosette has six wires
for connecting to its conditioner, and three extension cables with three core wires
are used for connecting the conditioner to the substation. The detailed connection
and layout of the strain gauge rosette subsystem are demonstrated in Figure 4.12
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 Substation

SGR Terminal

red (V-) 1
2 CH.1

SGR-1-X

SGR #1 (local sensor node)

SGR-01

PCB

Dummy

6wire

1
2
3
4
5
61-Z

2-Z
3-X
4-X
5-Y
6-Y

X red (V-)
black

SGR-1-X

green(V+)

Y red (V-)
black

SGR-1-Y

green(V+)

Z red (V-)
black

SGR-1-Z

green(V+)

black
green (V+) 3

4

red (V-) 1
2 CH.2

SGR-1-Y black
green (V+) 3

4

red (V-) 1
2 CH.3

SGR-1-Z black
green (V+) 3

4

red (V-) 1
2 CH.10

SGR-4-X black
green (V+) 3

4

red (V-) 1
2 CH.11

SGR-4-Y black
green (V+) 3

4

red (V-) 1
2 CH.12

SGR-4-Z black
green (V+) 3

4

Figure 4.12: Strain gauge rosettes connection

and 4.13. As for axial strain gauges, each gauge has four wires for connecting to its
conditioner, and four extension cables are used for connecting the conditioner to the
substation. The detailed connection and layout of the axial strain gauge subsystem
are demonstrated in Figure 4.14 and 4.15.

The strain of a strain gauge was calibrated as follows

ε =
4VSG

(Vex − 2VSG)×GF (µm/mm) (4.7)

where

VSG −− raw data from strain gauge (mV);

Vex −− excitation voltage (3.333 V);

GF −− gauge factor (= 2.0 for strain gauge rosette, = 2.1 for axial strain gauge)

The original calibration record by Dataforth Corporation, USA, for all the strain
gauge channels are given in Appendix III. Table 4.3 summarizes the calibration
result.

35



 

Figure 4.13: Strain gauge rosette subsystem layout
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 Substation

Axial Strain Gage (SG)
Terminal

black (V-) 1
2 CH.1

SG-01

Axial Strain Gage #1 
(local sensor node)

SG-01
4wire

green
red

white
black black

white
SG-01

red
green

red (V+) 3
4

SG-02

green

Axial Strain Gage #2 
(local sensor node)

SG-02
4wire

green
red

white
black black

white
SG-02

red
green

white

black (V-) 1
2 CH.1

green
red (V+) 3

4

white

Figure 4.14: Axial strain gauges connection

Channel Name Serial No. Description
SGR-1-X SN.45717-30
SGR-1-Y SN.45717-31
SGR-1-Z SN.45717-32
SGR-2-X SN.49040-1
SGR-2-Y SN.49040-2 Strain gauge rosette
SGR-2-Z SN.49040-4 1-RV91-6/120
SGR-3-X SN.49040-5 (with SCM5B38-33)
SGR-3-Y SN.49040-6
SGR-3-Z SN.49040-7
SGR-4-X SN.49040-8
SGR-4-Y SN.49040-9
SGR-4-Z SN.49040-10
SG-01 SN.57592-4 top Axial strain gauge
SG-02 SN.57592-6 bottom HBP-35-250-06-3 VR

(with SCM5B38-31)

Table 4.3: Summary of calibration records for strain gauges
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Figure 4.15: Axial strain gauge layout
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Channel TH-01 TH-02 TH-03 TH-04
Location Ambient Concrete Concrete Concrete

Temperature on south web on north web on south web

Table 4.4: Temperature sensor assignments

4.2.3 Temperature measurements

The monitoring system provides four channels of thermistor conditioning for the mea-
surement of in-situ, external air and internal concrete temperatures. Four channels
of NTC 3K Vishay thermistor (Figure 4.16) are selected for maximum versatility.
Temperature sensor (HBWTG-5V-AD22100-XTR) (see Fig. A-5) has the following
features:

• 200◦C temperature span

• Accuracy better than ±2% of full scale

• linearity better than ±1% of full scale

• Temperature coefficient of 22.5 mV/◦C

• Output proportional to temperature × V+

• Single-supply operation

• Reverse voltage protection

• Minimal self-heating

• High level, low impedance output

The channel assignments for these thermistors are summarized in Table 4.4.
Temperature equation of the thermistor is

T =
1

A+B (lnR) + C (lnR)3
− 273.2 (4.8)

where T = temperature in ◦C, lnR = natural log of thermistor resistance, A =
1.4051× 10−3, B = 2.369× 10−4, C = 1.019× 10−7, and

R =
R0 × VT
V0 − VT

(4.9)
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(a) Outline

 

(b) Internal structure

Figure 4.16: Thermistor HBWTG-5V-AD22100-XTR
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 Substation

Temperature Sensor
 Terminal

red (V+)
green (V-) 1

2 TH.01
TH 01

red (V+)
grenn (V-) 1

2TH 03
TH.03

red (V+)
green (V-) 1

2TH 04
TH.04

red (V+)
green (V-) 1

2 TH.02
TH 02

Temperature Sensor #1 
(local sensor node)

Thermistor
2 wire

red (V+)
green (V-)

TH 01

  Temperature sensor color coding

Sensor Extension wire Substation 
Red Red 1 

Green Green 2 
  3 

Figure 4.17: Wire connection and color coding of temperature sensors subsystem

withR0 = initial resistance of thermistor (3000Ω), VT = raw data (V), V0 = excitation
(10V). The R-T conversion table of NTC thermistors is given in Figure 4.18.

There are two kinds of connections from temperature sensors to substation. One
is between each sensor and its extension cables; the other is between the extension
cables and the substation. Each temperature sensor has 2 wires to be connected to
conditioner and substation. The detailed wire connection and color coding is shown
in Figure 4.17.
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Figure 4.18: NTC thermistors R-T conversion tables
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Figure 4.19: Temperature sensor subsystem layout
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Chapter 5

INSTALLATION

5.1 Power and traffic control

5.1.1 Introduction

There was no existing standard a.c. power supply in the vicinity of the bridge which
could be utilized for the monitoring system. Therefore, a new special electrical power
is necessary to this project. The a.c. power source is designed to be extended from
a light pole (for the traffic illumination) to the location of the substation.

The BMS installation was done during the two periods in January 2013. The first
period was for installing the conduit network and sensors, and the second period was
for wiring the sensor system and subsystem. To minimize the effect on the local
traffic, the BMS installation process is conducted in the night time from 9PM to
4AM.

5.1.2 Power for BMS equipment

The site plan and electrical panel design of the power are shown in Figures 5.1 and
5.2. The capacity of the a.c. power is chosen to be 2 Kw. Considering that the
attainable local a.c. 110V power supply is only for the traffic illumination network
and does not operate in the day time, a set of rechargeable battery along with a
charging device should be used.

The electrical specifications of the a.c. power are as follows:

1. All work shall be done in strict accordance with the national electric code and
other regulatory agency having jurisdiction in this area;
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(a) Key plan (b) Equipment elevation

(c) Site plan

Figure 5.1: Electrical power supply site plan
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(a) Overview (b) Drawings

(c) Legend

Figure 5.2: Electrical panel equipment
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2. Contractor shall verify existing condition as required for power coordination of
new construction involving all trades;

3. All conductors shall be copper, insulation THW, THHM, or THWN, conduit
fill, shall not exceed N.E.C. requirements;

4. Conduit concealed in wall and above ceiling shall be EMT, except flexible metal
conduit shall be used for light fixture connections, and as indicated on plans,
liquid tight flexible metal conduit shall be used for equipment connections.
Type ”MC” cable shall be allowed where fished and/or as indicated on plans;

5. Contractor shall supply all miscellaneous parts and materials for the complete
lighting and electrical systems, provide properly functioning systems;

6. Light fixtures shall be provided with lamps and all accessories required. Sub-
stitutions must be approved by engineer. All ballasts shall be energy saving
HPF CBM approved and match switches or lighting control system;

7. Locations shown for electrical equipment outlets are approximate. Contractor
shall coordinate exact location to watch equipment supplied. Provide cord and
plug to match receptacle with N.E.C.;

8. Contractor shall verify loads with all equipment selected and make all changes
required to installation is in conformance with N.E.C.;

9. All work shall be performed under the safety regulations of OSHA standard
and other agencies as well as safety and quality assurance programs set forth
by project documents;

10. All construction practice shall conform to the latest edition of American Elec-
trician’s Handbook by Croft;

11. Existing electrical equipment, devices locations shown are approximate and
were obtained from existing drawings and a limited amount of field work, Verify
existing conditions priori to bidding and make necessary adjustments in the
field;

12. Contractor to provide complete submittal approval for all electrical apparatus
priori to construction. All receptacles shall be specification grade with gray
color and stainless steel cover plates;
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13. Obtain and pay for electrical permit, arrange for periodic inspection by regu-
latory authorities and deliver certificate of final inspection to owner;

14. Electrical contractor shall guarantee inspection for not less than one (1) year.
All defective parts, materials and installation shall be replaced at no additional
cost to the owner;

15. As a part of contract closeout documents to owner, the electrical contractor
shall prove ”as-built” drawings to the owner. ”As-built” drawings shall be
”neatly” done on a new reproduced set of plans. All circuiting and routing of
conduits shall be indicated using a ”red ink” pen.

5.1.3 Traffic control for installation

The traffic control scheme is divided into the following six phases.

Phase 1 For Moanalua Road lane closure (Figure 5.3)

Phase 2 For Moanalua Road right lane closure (Figures 5.4 and 5.5)

Phase 3 For Moanalua Road left lane closure (Figures 5.6 and 5.7)

Phase 4 For Moanalua Road left lane closure (Figure 5.8)

Phase 5 For Moanalua Road right lane closure (Figure 5.9)

Phase 6 For Moanalua Road Waimalu on ramp closure (Figure 5.10)

5.2 BMS installation

5.2.1 Wire/conduit

For a long-term monitoring system, the conduit for the connecting wires between
sensors and substation is required. The overall layout of wire path/conduit system
is illustrated in Figure 5.11. The layouts of different portions of wire conduit are
depicted in Figures 5.12 to 5.15. The connection of conduit is shown in Figure 5.16.
Figure 5.17 shows the photograph for the practice of conduit network.

Besides, to protect workers as well as drivers passing under the bridge, a sup-
porting (scaffold or bridge inspection truck) during the installation of conduit and
sensors is also required.
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Figure 5.3: Traffic Control: Phase 1

 

Figure 5.4: Traffic Control: Phase 2a
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Figure 5.5: Traffic Control: Phase 2b

 

Figure 5.6: Traffic Control: Phase 3a
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Figure 5.7: Traffic Control: Phase 3b

 

Figure 5.8: Traffic Control: Phase 4
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Figure 5.9: Traffic Control: Phase 5

 

Figure 5.10: Traffic Control: Phase 6
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Figure 5.11: Wire conduit layout (Overview)

5.2.2 Sensor system and substation

The LDVT sensor is working in the way of ”Bipolar Application”. After installa-
tion onto the bridge, zero setting was made for each LDVT sensor according to the
following procedures:

1. Connect the transducer and power supply as shown in Figure 5.18;

2. Move the armature to an extreme position A so that the reading of voltmeter
becomes minimum (about V− = 0.7 – 0.8 V);

3. Move the armature to another extreme position B so that the reading of volt-
meter becomes maximum (about V+ = 1.5 – 1.6 V);

4. Adjust the armature to a medium position so that the reading of voltmeter is
equal to (V− + V+)/2;

5. Set the current position as the transducer center stroke position.

One of the installed LVDTs along with a strain rosette are shown in Figure 5.20
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Figure 5.12: Wire conduit layout (1)

5.2.3 Wireless modem configuration

Data transmission is achieved using a 3G wireless Internet connection. An onCell
G3110-HSDPA modem was used for this purpose. The G3110 modem can be con-
nected either to a host computer or router via Ethernet port. When a host computer
attempts to connect G3110, both devices should be in the same local area network.
The first step is to connect the modem with a host computer. The procedure is
described below:

1. Insert the SIM card;

2. Supply 12V for PWR1;

3. Use a cable to connect a computer to G3110;

4. The default IP address of G3110 is 192.168.127.254, the IP address for the
computer should be same as G3110 except the last portion. We arbitrarily
used 192.168.127. 5 as the IP address of the computer. Click start—Control
Panel—view network status and tasks—local area Connection, the dialogue
window shows up. Click properties—IPV4, and set IP address as 192.168.127.5;
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Figure 5.13: Wire conduit layout (2)

5. Open a webpage and input the IP address of G3110, the web console is shown
to configure the OnCell G3110.

The second step is to use the web console to configure the modem with the
following procedure:

1. Set destination address as the static IP address of the computer to which
G3110 will transmit data. The static IP address of the server is 128.171.78.61.
The path of destination address is Main menu>Serial Port Settings>Port 1>
Operation Modes. TCP port number is 63950, and Cmd port number is 63966.
The mode is reverse RealCOM;

2. Set up the parameters of the serial port. Set Baud Rate to be 115200, Data
Bits to be 8 bits, and select RS-232;

3. Click network settings>GSM GPRS Settings and select GPRS/EDGE/UMTS/HSDPA.
The APN is isp.cingular;

The final step is to configure OnCell Windows Drive Manager with the following
procedure:
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Figure 5.14: Wire conduit layout (3)

 

Figure 5.15: Wire conduit layout (4)
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Figure 5.16: Conduit connection

1. Open Add OnCell window and set LAN MAC address to be 00:90:E8:20:3A:32;

2. Select Hi-Performance for Tx mode and enable FIFO.

Configure the server using the same parameters, i.e. the same COM port, Baud
rate of 115200, data bits of 8 with stop bit of 1. Then, click Start button to start data
transmission. For a successful connection, the lights of PWR1, READY, UMTS, and
HSDPA are green and the light for signal is on.
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Figure 5.17: Conduit installation
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Figure 5.18: LVDT zero setting circuit

 

Figure 5.19: LVDT installation
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LVDT

Strain Rosette

Figure 5.20: LVDT and strain rosette

 

Figure 5.21: Axial strain gauge installation
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Figure 5.22: Temperature sensor installation
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Chapter 6

RESULTS

In situ data is streamed continuously from the substation to the server located at The
University of Hawaii. In this chapter, some of the data is presented to demonstrate
the functionality and effectiveness of the monitoring system.

Figures 6.1-6.3 respectively show the raw records of displacements from LVDT 3-5
and LVDT 8-10, strains from Sgr2, Sgr3 and Sgr4, and temperatures from Temp 1-4,
from 02/17/2013 (Sunday) 10:00PM through 02/19/2013 (Tuesday) 8:00PM. It is
apparent that during high volume traffic hours (6-8AM, 5-7PM), the crack openings
and the strains are the largest. Throughout the rest of the day, the strains remain
close their original value. Figures 6.1 and 6.2 indicate this trend of enlargement of the
crack openings throughout the day. Figure 6.3 presents that the ambient temperature
changes from 21◦C to 27◦C each day, with the lowest degree occuring in the early
morning (around 4:00AM) and the highest degree registered in the afternoon (about
3:00PM).

The principal strains and orientation angle for three strain gauge rosettes are
summarized in Figure 6.4. Figure 6.4(a) depicts how the principal normal strains of
the three strain gauge rosettes slowly increase with the time. The largest principal
normal strains ε1 and ε2 are detected by Sgr3 and Sgr2 during rush hour, respectively.
In addition, the results presented in Figure 6.4(b) show that the orientation angles
of Sgr2 and Sgr4 are in the same direction, but different from that of Sgr3. These
results are consistent with the orientation of the actual cracks.
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Chapter 7

CONCLUSIONS

This project has resulted in the deployment of an autonomous, realtime, structural
health monitoring system. The system has been designed to focus on existing cracks
on the box girder of Waiau Interchange, a highway bridge in the Hawaii highway sys-
tem. Detailed description of the system architecture and the configuration has been
included in the report. Data has been continuously streamed via wireless Internet
connection from the bridge to the server located at The University of Hawaii. The
software developed provides an automatic means of data processing and visualiza-
tion, thus enabling the autonomy and long-term operation of the system. A subset
of the data collected has been analyzed and presented in the report. The results
from such preliminary analysis have demonstrated the effectiveness of the system.
It has been shown that all of the cracks monitored are active, showing a trend in
growth. A more detailed analysis of future data collected over a longer period of time
will be conducted in the second phase of the research project. This will allow the
crack growth to be validated and quantified to facilitate further safety and reliability
evaluation of the entire bridge as well as a system level assessment of the bridge. It
is also noted that the crack behavior may be directly related to heavy truck loads,
however, such relationship needs further investigation and validation in phase II of
the project so that approaches may be developed to detect and quantify overload
truck loads and the critical loads that contribute to the growth of the cracks. Ad-
ditional instruments for capturing bridge dynamics at a finer level and field testing
with known truck loads may be needed for such a purposes.

This project has demonstrated the potential benefits of collecting objective data
through autonomous structural health monitoring systems as a complimentary ap-
proach to the traditional visual inspection. It is recommended that such structural
health monitoring systems be deployed on more bridges at critical locations of the
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highway system. This will provide the State of Hawaii with an overall evaluation
of the reliability of the transportation system. Such an evaluation will lay a solid
foundation for the improvement of the resilience and sustainability of the Hawaii
transportation infrastructural system.
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Figure 7.1: Calibration record for LVDT channels LT-01 L̃T-04
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Figure 7.2: Calibration record for LVDT channels LT-05 L̃T-08

Figure 7.3: Calibration record for LVDT channels LT-09 L̃T-10
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Figure 7.4: HBP series polyimide carrier strain gauges
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Figure 7.5: HBP-12-2000-C series polyimide carrier strain gauges
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Figure 7.6: Strain gauge rosettes DMSSerie Y
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Figure 7.7: SCM5B38 input modules
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Figure 7.8: SCM5B38 specifications
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Figure 7.9: Calibration record for channel Strain gauge rosette, SGR-1-X
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Figure 7.10: Calibration record for channel Strain gauge rosette, SGR-1-Y
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Figure 7.11: Calibration record for channel Strain gauge rosette, SGR-1-Z
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Figure 7.12: Calibration record for channel Strain gauge rosette, SGR-2-X
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Figure 7.13: Calibration record for channel Strain gauge rosette, SGR-2-Y

85



Figure 7.14: Calibration record for channel Strain gauge rosette, SGR-2-Z
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Figure 7.15: Calibration record for channel Strain gauge rosette, SGR-3-X
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Figure 7.16: Calibration record for channel Strain gauge rosette, SGR-3-Y
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Figure 7.17: Calibration record for channel Strain gauge rosette, SGR-3-Z
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Figure 7.18: Calibration record for channel Strain gauge rosette, SGR-4-X
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Figure 7.19: Calibration record for channel Strain gauge rosette, SGR-4-Y
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Figure 7.20: Calibration record for strain gauge rosette, SGR in terms of temperature92



Figure 7.21: Calibration record for channel axial strain gauge, SG-01
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Figure 7.22: Calibration record for channel axial strain gauge, SG-02
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